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In many cases, the characterization of the frequency-
dependent electric field profile inside a narrowband res-
onator is challenging, either due to limited optical access
or to the perturbative effects of invasive probes. An
isolated groove inside a terahertz parallel-plate wave-
guide provides an opportunity to overcome these
challenges, as it forms a narrowband resonator and also
offers direct access to the resonant cavity via the open
sides of the waveguide. We characterize the spatially
varying spectral response of such a resonator using a
noninvasive probe. We observe a frequency-dependent
field enhancement, which varies depending on the
location of the probe within the cavity. This spectral
dependence cannot be observed using conventional far-
field measurements. © 2014 Optical Society of America
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High quality-factor (Q) resonators are important in many areas
of optics [1]. In nearly all cases, the characterization of such
resonators takes place in the far field, although a few measure-
ments of near-field emission have been reported at optical [2,3]
and microwave [4] frequencies in photonic crystal cavity res-
onators. Even in these cases, the near-field measurement tech-
nique is generally invasive, since it often involves a scattering
tip or tapered optical fiber immersed in the near field of the
resonator. This can perturb the field distribution under study
[5], and can even lead to frequency-dependent filtering that
obscures the spectral response of the object under study [6].
It is very rare to find examples of an artificial high-Q cavity

being probed noninvasively and in situ. Yet, this type of mea-
surement can give new information that is not available in the
far field. In this Letter, we experimentally access and character-
ize a resonant cavity in situ, in the terahertz (THz) range, with-
out perturbing the field distribution inside the cavity. We
show that these results give new information on the frequency-
dependent field enhancement that goes beyond what can be
inferred from far-field measurements.

Typically, information about the internal dynamics of a res-
onator can be accessed only via numerical simulation, with ex-
perimental studies limited to the region outside the resonator
(e.g., see Fig. 1). Our method for noninvasive in situ probing is
inspired by a novel adaptation of the air-biased coherent
detection (ABCD) technique [7] for measuring high-field tera-
hertz transients. Recently, ABCD has been used to characterize
the electric field distribution inside an adiabatically tapered
THz parallel-plate waveguide (PPWG) [7,8]. Here, we employ
an untapered PPWG with a resonant cavity integrated into
one of the plates [9,10]. We have previously studied these
waveguide-integrated resonators, and characterized the high
Q-factor (Q ∼ 95) resonance [11–13] when the waveguide
is excited in the TE1 mode. By combining these resonant
cavity waveguides with the ABCD technique for noninvasive
detection, we are able to measure the broadband THz field
in situ. We also present computational electromagnetic (CEM)
simulations to support these experimental results.

As the platform of this experiment, we investigate PPWGs
with various resonant cavity groove dimensions, including rec-
tangular and triangular shapes. The simulations of the rectan-
gular and triangular cavities are very similar, having a double
lobe shape at the resonance as seen in Fig. 1(b), implying the
measured effect is the same for either groove shape. We display
results from both rectangular and triangular grooves in order to
illustrate the generality of this phenomenon, which is not lim-
ited to one particular groove geometry. The orientation of the
waveguide is such that the positive z direction is the forward-
propagating direction and the groove is located at the z � 0
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position (halfway along the waveguide length). We fabricate
the PPWG out of aluminum with a width of 5 mm, propa-
gation length of 9 mm, and plate separation of 1 mm. In the
experiments, the measured resonant frequency may differ
slightly from the simulation-predicted resonant frequency, in-
dicating that either the plate separation is slightly larger or
smaller than 1 mm or that the fabricated groove may differ
from the designed dimensions [11].

To excite the waveguide, we use a near-infrared (NIR) beam
from a regenerative Ti:Sapphire femtosecond laser amplifier
(1 kHz, 100 fs, 800 nm) to generate broadband (50 GHz–
2 THz) pulses via tilted pulse-front optical rectification in a
LiNbO3 crystal [14]. This radiation is coupled into the wave-
guide such that the polarization of the THz electric field is
parallel to the plates in order to excite the TE1 mode [15].
This propagating THz field is detected inside the waveguide
using the ABCD method, which measures the second har-
monic (400 nm) light generated from the interaction between
a focused NIR probe (in this case, beam waist � 13 μm,
Rayleigh range � 637 μm) and THz field in the presence
of an external DC field of �3 kV at 500 Hz, as described
in Ref. [16]. As first presented in Ref. [7], the PPWG itself
is used as the electrodes for the DC bias. This creates a detec-
tion region between the metal plates that enables field mea-
surements inside the waveguide, at any position along its
length. By comparing the detected second harmonic intensity
at two different DC biases [8], we estimate that the peak THz
field inside the waveguide is 340 kV∕cm. Evidently, this
all-optical method is noninvasive since it does not disturb
the guided THz wave.

We carry out CEM simulations in both the frequency do-
main and the time domain. Figures 1(a) and 1(b) show results
of the frequency-domain FEM (finite element method) simu-
lation in the off-resonance and on-resonance case for a PPWG

with a square cavity of size 400 μm in groove width and depth.
The simulation region is the air space between the two metal
plates, which are represented by perfect electric conductor on
the top and bottom, and scattering boundary conditions on the
left and right, where the electric field is incident from the left.
In the off-resonance case, we clearly see the propagation of the
TE1 mode, almost unperturbed by the presence of the cavity.
In the on-resonance case, the electric field is strongly confined
to the resonant cavity region, forming a pattern with two lobes
and a node halfway between the plates. The range of the false
color scale of Fig. 1(b) is 10× greater than in Fig. 1(a), showing
a strong field enhancement for resonant excitation.

To explore broadband frequency-dependent effects, we also
carry out time-domain FDTD (finite-difference time-domain)
simulations. The same boundary conditions are used to re-
present the PPWG, but here we excite with a single-cycle pulse
(3 dB bandwidth of 90–560 GHz) that is also polarized to
excite the TE1 mode. The resonance due to the groove causes
a long ringing in the time domain, but we use only about a
100 ps time window so as to have a better comparison to
our experiments in which the length of the measured time axis
is limited by the optical delay line. The results of the time-
domain simulations are compared to the experimental results,
as discussed below.

We employ two different geometrical configurations to
make use of ABCD. For the collinear configuration shown
in Fig. 2(a), the probe is focused to a particular point within
the waveguide and propagates along the same optical axis as the
THz beam. This geometry achieves maximum detection of the
second harmonic signal, since the polarization of the probe is
parallel to the bias field [Fig. 2(c)], i.e., perpendicular to the
plate surfaces [17]. In this geometry, the spatial resolution orig-
inates from the focusing of the optical probe beam, since the
THz-field-assisted second harmonic radiation is largely gener-
ated at the probe beam focus where the intensity is highest.
Another alternative [Fig. 2(b)] is to angle the probe beam
propagation direction with respect to the THz beam. This pro-
vides improved spatial resolution along the THz propagation
direction, while still maintaining the perpendicular polariza-
tion (with respect to the plate surfaces) of the probe beam.
In both of these configurations, the probe beam focal point

Fig. 1. Computational FEM simulation results showing electric field
distribution inside a PPWG with an integrated resonant cavity. Here, the
polarization is in the y direction, the plate separation is 1 mm, and the
groove width and depth are 400 μm. The waveguide in (a) is excited at
300 GHz, off-resonance and (b) is excited at 295 GHz, on-resonance.
The color scale is 10 times greater in (b) than (a), revealing a 10× field
enhancement at the resonance. The green arrows indicate the propaga-
tion direction of the incident THz field and the dashed line indicates the
center of the groove, which we define as z � 0. (c) Typical experimental
measurement of the resonance in the far field, obtained by measurement
of the total transmission through the waveguide with a groove (bottom
plot, red curve), compared to one without a groove (top plot, black
curve). Both curves exhibit a cutoff at f c � 0.15 THz, and a strong
water vapor absorption line at 0.56 THz, while the resonance indicated
by a red arrow at f 0 � 285 GHz appears in the bottom curve attribut-
able to the resonant cavity groove.

Fig. 2. Diagram of experimental detection setup probing inside the
waveguide. Black arrows indicate propagation direction of the THz
(green) and the NIR probe (red) beams. Focusing the probe using a
100 mm focal length lens and modified ABCD technique, the probe
and THz fields interact within the bias field between the waveguide
plates, generating the second harmonic at 400 nm (blue), which is filtered
and detected via a photomultiplier tube (PMT). Two configurations are
used: (a) collinear, and (b) angled, where θ � 45°. The polarization di-
rections of the THz, NIR, and DC bias fields are illustrated in (c).
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can be moved along the waveguide (z axis), and in particular
can be situated in the section of the waveguide in which the
groove (resonant cavity) is located. We also note that the focal
spot can be translated between the two plates along the x axis
to independently probe the two lobes of the resonating mode
shown by the simulation in Fig. 1(b). Interestingly, the mea-
sured field enhancement factors in these two locations have
different spectral behaviors.

We use the angled configuration [Fig. 2(b)] to probe along
the length of the waveguide, thereby characterizing the spectral
response both before and after the resonant cavity. For this
experiment, we employed a PPWG with a 60° triangular
groove and a depth of 265 μm, with expected resonance at
f 0 � 299 GHz from simulation. We obtain measurements
along the length of the waveguide by translating the probe
beam along the propagation direction. We use a bare PPWG
(without cavity) as a reference to compare to the grooved
PPWG (with cavity). In Fig. 3, the measured spectra are plot-
ted at selected positions, showing the emergence and develop-
ment of the resonance. For z < 0, the THz pulse is measured
at a spatiotemporal location such that it has not yet reached the
groove at z � 0, and thus the spectra overlap. For z > 0, the
pulse is measured at a later time after it has passed the resonant
cavity. The cavity acts as a filter, collecting a certain narrow
range of frequencies while allowing other frequencies to pass.
Thus, after propagating past the groove, a narrow band of
spectral components has been removed from the broadband
spectrum of the incident wave, appearing as a dip in the spectra
in Figs. 3(c) and 3(d). This result validates the experimental
procedure and confirms that we can spatially isolate the reso-
nant cavity with the optical probe.

To directly probe the region containing the resonant cavity,
we use the collinear configuration [Fig. 2(a)]. We use the same
PPWG dimensions but now with a square cavity of 400 μm
width and depth that was used in Fig. 1. Again, we compare a
bare reference PPWG to the grooved PPWG, which is shown

in Figs. 4(a) and 4(c). Here, the focus of the probe beam is
situated at the z � 0 position (centered over the groove),
and placed either closer to the top plate at x � ¾b [Fig. 4(b)]
or bottom plate at x � ¼b [Fig. 4(d)] to investigate the two
lobes observed from simulation. To further analyze these re-
sults, we normalize the spectra obtained with the waveguide
containing a groove to those without a groove for both experi-
ment and simulation in order to derive the field enhancement,
which is shown in Figs. 5(a)–5(d).

These results clearly indicate both a narrowband
(ω∕Δω ∼ 20) field enhancement at the resonant frequency
and also an asymmetric broadband (ω∕Δω ∼ 3) response on
the high-frequency side of the resonance that is unanticipated
from far-field measurements. Here, ω is the center frequency
and Δω is the bandwidth. Figure 5(a) shows results for the
probe aligned closer to the top waveguide plate. We see the
largest electric field at f 0, but we also see a weaker broadband
enhancement, extending up to about 415 GHz (the location of
the next higher cavity resonance). Throughout this spectral
range, the field at this location is stronger with the groove as

Fig. 3. Measurements in the angled configuration [Fig. 2(b)] of a
PPWG containing a resonant cavity at z � 0 (red curves) and reference
measurements of a PPWG without a cavity (black curves), where the
measurement was taken closer to the plate with the groove. This shows
the resonant feature due to the groove emerging inside the waveguide
with increasing distance in the propagation direction from (a)–(d).

Fig. 4. Evidence of field enhancement at the narrowband resonance
frequency and additional broadband features due to the cavity, observed
by comparing a bare reference PPWG (black curves) to a PPWG with a
resonant cavity (red curves). Experimental measurements in the collinear
configuration where the probe is focused to (a) the top lobe with the
position denoted in schematic (b), and (c) the bottom lobe with the po-
sition denoted in schematic (d). The dips at 0.56 and 0.75 THz in the
experimental measurements (a) and (c) are water vapor absorption lines,
and the schematics in (b) and (d) are obtained from FEM simulation.

Fig. 5. Measured and simulated field enhancement (the spectral re-
sponse from a waveguide with a resonant cavity, normalized to the re-
sponse of a waveguide without a cavity). In (a) and (b), the measurement
point is closer to the upper waveguide plate, while in (c) and (d) it is near
the lower plate, as in the schematics of Figs. 4(b) and 4(d). For a broad
range of frequencies above the fundamental resonance at 295 GHz, both
the measurements and simulations indicate a greater than unity field en-
hancement near the upper waveguide plate, and a less than unity en-
hancement near the lower plate.
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compared to without it. At even higher frequencies, however,
the spectra of the sample and reference coincide almost pre-
cisely in Figs. 4(a) and 4(c), indicating no groove-induced field
enhancement. Additionally, the result from the time-domain
simulation, shown in Fig. 5(b), exhibits qualitatively the same
effect, with both a narrowband and a broadband component.
In contrast, when the probe is aligned closer to the bottom
plate [Fig. 5(c)], we again see the largest electric field at the
resonant frequency f 0, but here the broadband region shows
a diminished field strength with the groove as compared to
without (i.e., a field enhancement factor less than unity).
Again, this result is qualitatively reproduced by the time-
domain simulation [Fig. 5(d)].

This analysis more clearly shows the nature of the spectrally
asymmetric field enhancement inside the waveguide. Over the
range between the first resonance and the next higher-order
resonance, there is a field enhancement greater than unity near
the upper waveguide plate, and less than unity near the lower
one. These results strongly contrast with far-field transmission
measurements, which show modifications to the transmission
only in a very narrow frequency range near f 0 [Fig. 1(c)].

To explain this unanticipated broadband effect, we look
more closely at the FDTDsimulations. In Fig. 6, we use a longer
time window of 1200 ps to provide higher spectral resolution
and a more complete picture of the dynamics. Figure 6(a)
shows the computed field enhancement factors near the top
and bottom waveguide plates. Here, we see dramatically the
field enhancement at the resonance and the distinct spectral re-
sponse at higher frequencies. When we add these two curves
together to compute a superposed field enhancement factor
in Fig. 6(b), the broadband component cancels, leaving only
the narrowband resonance at f 0, as observed in far-field mea-
surements. It is reasonable to expect an asymmetric response
inside the waveguide with respect to the horizontal mirror plane
of the waveguide, since the resonator is located only on the bot-
tom plate, breaking the symmetry. Even so, the nearly perfect
cancellation of the broadband asymmetric response in the far

field is surprising. This serves as a strong argument that the abil-
ity to directly probe the resonant cavity inside the waveguide
reveals unanticipated effects that cannot easily be observed out-
side the waveguide.

We have investigated in situ a resonant cavity inside a
PPWG through both experiment and simulation. We have
seen the emergence of the resonance as a function of propa-
gation length, and also resolved an asymmetric frequency re-
sponse over a broader bandwidth inside the waveguide.
Through the application of nonlinear second-harmonic gener-
ation in ABCD, we have shown the ability to experimentally
measure narrowband resonant features of a high-Q cavity in-
side a waveguide that has yielded new information that is not
available in the far field.
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We demonstrate that one can directly measure the time evolution of light–matter interaction in a semi-
conductor microcavity by tracking how the optical response is changed by strong single-cycle terahertz
(THz) pulses. A short THz pulse transiently interrupts the interaction of the quantum-well microcavity
with the light mode and resets the polaritonic light–matter oscillations at THz frequencies. This THz-reset
protocol can provide novel insights into the light–matter coupling dynamics in a wide range of photonic
materials such as plasmonic and organic systems. © 2014 Optical Society of America
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1. INTRODUCTION

Understanding the dynamics of light–matter coupling in
semiconductors is not only of fundamental interest but also
of great importance for the development of ultra-high-speed
communication [1] and computing [2]. State-of-the-art elec-
tronics have already reached 100 GHz switching rates [3–6],
and further improvements challenge the fundamental limita-
tions. Whereas light–matter interactions are widely studied
in many different systems, the detailed coupling dynamics
in semiconductor heterostructures is poorly understood, be-
cause it involves ultrafast many-body interactions. We directly
measure the time evolution of light–matter interaction in a
quantum-well (QW) microcavity, employing transient tera-
hertz (THz) excitations in the light–matter coupled system.

QWs embedded in an optical microcavity are widely uti-
lized to explore how light–matter coupling can be harnessed in
condensed-matter systems [7] and to understand quantum-
optical effects in semiconductors [8–15]. In such configura-
tions, the light–matter coupling proceeds as a polariton with
the periodic exchange of energy between the QW polarization

and the intracavity field, in analogy with two coupled har-
monic oscillators. Figure 1 schematically shows such a periodic
evolution; the shaded areas represent the polarization P (gray)
and the light components E (yellow) of the polariton. As a
principal idea of our measurement scheme, we use two dis-
tinctly different excitation pulses, where the first (pump) pulse
creates the polariton and the second (reset) pulse destroys its
polarization component, i.e., it eliminates one of the two
coupled oscillators. The solid lines in Fig. 1 illustrate how
the reset pulse modifies P (blue) and E (red) for two different
arrival times indicated by the dashed lines. When the polariton
is dominantly polarization-like (upper part), the reset pulse
removes most of the polarization. Since the polariton was es-
sentially “stored” in the P component at the moment of reset,
the subsequent polariton dynamics is strongly modified. When
the reset acts on a polariton at a moment in time where it is
predominantly light-like (lower part), the polariton dynamics
remains basically unchanged. Therefore, the effect of the reset
pulse on the polariton dynamics depends directly on the time
evolution of the light–matter coupling as a polariton; the evo-
lution time is simply defined by the delay between the pump

2334-2536/14/050276-05$15/0$15.00 © 2014 Optical Society of America
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and reset pulses. Since the polariton oscillations produce two
normal-mode resonances in the pump-reflection spectrum R,
the light–matter dynamics can be directly recorded in the
changes of R as a function of the pump–reset delay.

2. METHODS

To realize the pump–reset protocol, we use a combination of
optical and THz spectroscopy, where the optical pulse creates
the polariton and a single-cycle THz pulse [16] resets the QW
polarization. During the past decade, similar schemes have
been used successfully to characterize many-body physics rang-
ing from dynamical buildup of Coulomb screening [17] on the
femtosecond time scale to exciton-formation dynamics [18] on
the nanosecond time scale. In our recent study [19], we dem-
onstrated that only the polarization part of the polariton can be
efficiently converted into optically dark 2p-exciton states when
the sample is subjected to THz fields. In this work, we apply a
THz π pulse to move an s-like polarization into an optically
dark p-like state. This process essentially resets, i.e., switches
off, the optical light–matter coupling, because the p-like states
cannot couple to the cavity. By using a strong single-cycle THz
pulse, the corresponding reset proceeds on a subpicosecond
time scale [20].

In our sample, QWs are positioned within an optical cavity.
Therefore, the optical pulse couples into the cavity and the
cavity photons interact with the QWs, which generates the
polaritons. At the same time, the THz pulse propagates nearly
freely to reset the polarization to optically dark states at a
desired moment tTHz. We control the pump–reset delay
Δt � tTHz − topt, where tTHz and topt refer to the arrival times
of the peak THz and optical fields, respectively, to the QW.
The optical and THz pulses have average photon energies of
1.49 eV and 4.2 meV, respectively. We will demonstrate that
by adjusting the pump–reset delay Δt , we can directly char-
acterize the time evolution of the polaritonic light–matter
interaction.

We generated the optical-pump and THz-reset pulses using
800 nm, 80 fs, 1 mJ pulses from a 1 kHz Ti:sapphire amplifier
(Coherent Inc., Legend). The optical beam was split into two
components: the major portion for THz-reset pulses and the
minor portion for the optical-pump pulses. Using a small
portion of the pulse energy (10 μJ), we produced weak
830 nm, 100 fs optical pulses by white-light continuum gen-
eration in a 1 mm quartz crystal with a bandpass filter (central
wavelength, 830 nm; bandwidth, 10 nm). The major portion
of the optical beam was used to generate single-cycle THz
pulses via optical rectification in a 1 mm ZnTe crystal. The
incident optical pulse energy was 0.8 mJ, irradiated on a
3 mm spot in the ZnTe crystal. The THz pulses were colli-
mated with an off-axis parabolic mirror, and the THz beam
diameter was measured as 1.5 mm at the focus. The THz
pulses were measured using electro-optical sampling in a 1 mm
ZnTe crystal. We also measured THz pulse energy using a Si
bolometer at liquid helium (L-He) temperature. The THz
electric field amplitude at the peak was estimated as 10 kV∕cm
when the optical pump pulse energy was 0.8 mJ. The QW
microcavity sample consisted of 10 In0.04Ga0.96As QWs in
a 11λ∕2microcavity with distributed Bragg reflectors designed
for 99.4% reflectivity. The cavity was wedged so that we could
tune the cavity resonance by scanning the optical beam across
the sample. The sample temperature was maintained at 5 K in
a L-He cryostat.

3. RESULTS AND DISCUSSION

Figure 2 shows the experimental reflectivity R at zero detuning
measured with (solid lines) and without (shaded area) addi-
tional THz pulses. Without the THz reset, 1 − R shows two
resonances, the low-energy peak (LEP) and the high-energy
peak (HEP), resulting from the polariton splitting between
the uncoupled exciton and cavity resonances. The high

Fig. 1. Pump–reset protocol for a cavity polariton. The microcavity
(disks) is irradiated with an optical pump pulse (arrow, left) to generate
a cavity polariton. Subsequently, the QW polarization (P) and the cavity
field (E) periodically exchange energy. A reset pulse (wave symbols)
removes the polarization at two exemplary times (dashed lines). The re-
set-induced changes are revealed in modulations of the pump-reflection
spectrum (1 − R, solid red lines), where the shaded areas correspond to
the spectra without the reset.
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Fig. 2. Demonstration of pump–reset protocol. The measured optical
reflection spectra (1 − R) at zero detuning without additional THz exci-
tation (shaded) are compared to those with THz pulses at time delays of
0.4 ps (red line) and 0.73 ps (black line) between optical and THz ex-
citation. The inset shows the experimental single-cycle THz-reset pulse.
Figure S2 in Supplement 1 shows the THz power spectrum.
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splitting-to-linewidth ratio indicates that the microcavity is in
the nonperturbative regime of normal-mode coupling. This
splitting amounts to 6.3 meV in our sample, which corre-
sponds to an oscillation period of 0.66 ps. In order to clearly
resolve these polariton oscillations, the reset process has to be
shorter than half of this period (see Fig. 1). For this purpose,
we use the shortest possible single-cycle THz pulse, which is
frequency matched to convert the polarization part of the
polariton from the excitonic 1s into the dark exciton states.
The temporal profile of the THz pulse is shown in the inset
of Fig. 2. The reset time is expected to be much shorter than
the reset-pulse duration, because the THz-induced reset is an
extreme nonlinear process and hence most efficient near the
main peak. To characterize the THz-reset capabilities of our
setup, Fig. 2 shows the 1 − R spectra measured at a 5 K sample
temperature. Here, we employ THz resets at delays of Δt �
0.4 ps (red line) and Δt � 0.73 ps (black line) with respect
to the optical pump. The delay difference was chosen to match
the light-to-polarization conversion time 0.33 ps. As we can see
in Fig. 2, the high-energy polariton peak shows a 1.8 times
higher 1 − R resonance for the 0.4 ps than for the 0.73 ps
pump–THz delay. Even though the 0.4 ps pump–reset delay
corresponds to the weak reset, the 1 − R changes are still appre-
ciable due to the relatively long overall THz pulse duration
(0.9 ps). Nonetheless, the strong reset at 0.73 ps yields much

larger changes, indicating that the THz-reset time is shorter
than 0.33 ps. This confirms that we may indeed directly resolve
the polariton interaction dynamics with the proposed protocol.

In order to resolve the polariton dynamics in the time do-
main, we measure the reflectivity difference ΔR � R0 − Rreset

with (Rreset) and without (R0) the THz-reset pulse. The mea-
sured ΔR spectra at zero detuning are shown in Fig. 3(a) as a
function of pump–reset delay Δt . Here, the pump–reset delay
is counted as positive when the THz-reset pulse arrives at the
sample after the optical pulse. The short rising time of the
peaks, ∼0.3 ps, indicates that the light–matter coupling in
the microcavity is turned off within less than one cycle of
the THz pulse [8] and the light–matter interaction is in the
regime of carrier-wave Rabi flopping [21]. We observe that
both peaks decrease with increasing time delay due to the finite
coherence lifetime in the system [22]. Additionally, ΔR exhib-
its pronounced polariton oscillations as a function of pump–
reset delay, just as the ideal operation of Fig. 1 suggests. To
examine the oscillations in more detail, Fig. 3(b) shows a tem-
poral slice of the ΔR data, measured at the LEP. We observe
that the oscillation period 0.66 ps (gray-shaded area) perfectly
matches the behavior predicted by the reset protocol. These
results strongly suggest that we have directly measured the
temporal evolution of the light–matter interaction.
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tuning is plotted as a function of energy and time delay between the
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To verify this intriguing prospect, we use our fully micro-
scopic theory [22–24] to simulate the experimental results of
Fig. 3. The theoretical analysis determines the light–matter
interaction microscopically and self-consistently using the
Maxwell–semiconductor Bloch equations extended to THz
fields [22,23]. In Supplement 1, we show that excitation-
induced effects play an important role in the microscopic
analysis. The computed ΔR spectra are presented in Fig. 4(a)
as a function of pump–reset delay. Our theory explains the
experimental observations concerning the polariton-peak posi-
tion, the decay of ΔR, and the oscillation structure very well.
Most important, the oscillations exhibit the same period
(0.66 ps) as the experimental data. The LEP oscillations, in
both experiment and theory, are larger than the HEP oscilla-
tions because the higher-lying exciton resonances damp mainly
the HEP oscillations, which is verified by a switch-off analysis
in Supplement 1. The experiment includes the well-known
disorder effects in the sample [25], which explains the more
pronounced oscillations of the computed HEP compared with
the experiment.

Both experiment and theory ΔR show a pronounced spec-
trotemporal interference pattern between the HEP and LEP
for the positive pump–reset time delay. The THz reset pulse
simultaneously drives the LEP-to-2p and HEP-to-2p transi-
tions in the Λ system and gives rise to quantum interference
between the two transition pathways. This observation con-
firms that the light–matter interaction in the microcavity is
a coherent dynamics. Our computations assign the reset proc-
esses to extreme nonlinear effects, because a significant portion
of the optically induced 1s polarization is transferred to higher
states by the THz-reset pulse.

A detailed analysis verifies that the measured ΔR directly
detects the polariton dynamics. Figure 4(b) compares the
polarization (blue-shaded area) and optical field (yellow–
shaded area) at the QW position with ΔR at the LEP. We find
that polarization and optical field show alternating maxima
and minima, oscillating with the corresponding oscillation
period 0.66 ps (gray-shaded areas). At the same time, the
maxima of ΔR exactly coincide with the maxima of the polari-
zation part of the polariton. These results confirm that the
THz pulse resets the pure polarization component, resulting
in direct detection of the polariton, as described in Fig. 1.

We confirm next that the reset protocol is also valid at non-
zero cavity detunings. Figure 5(a) shows that the temporal evo-
lution of the measured ΔR at the LEP exhibits clear polariton
oscillations for different cavity detunings at δc � −1.9, −0.3,
and 0.4 meV. In particular, the largest and the smallest detun-
ings produce oscillations that are out of phase already after two
oscillations. To confirm that the oscillation period matches the
polariton splitting, we have determined the splitting from the
energy difference of the LEP and HEP and converted this
number to the predicted oscillation period T osc. The measured
reset period (squares) and the computed T osc (gray solid line)
are shown in Fig. 5(b) as function of the cavity detuning.
We conclude that the oscillation period is consistent with
the polariton mode splitting, establishing a complementary
verification for the reset protocol. As precise numbers, the
oscillation period changes little in the anticrossing region

between δc � −1.0 and �1.0 meV and undergoes a small
reduction at a relatively large detuning (e.g., 0.63 ps at
δc � −2.0 meV). Nevertheless, this change is large enough
to produced clear changes in the measurements, as discussed
above.

4. SUMMARY

In summary, our theory–experiment comparison demonstrates
that one can directly measure the time evolution of the light–
matter interaction with the proposed pump–reset protocol.
The protocol is based on a sequence where a pump transiently
creates the polaritons of both modes inside a QW microcavity
and a single-cycle THz pulse resets the polarization compo-
nents of the polaritons. The time evolution of the polaritons
shows up as distinct oscillations in the pump-reflection spec-
trum. The optical-pump/THz-reset protocol is widely appli-
cable to studying light–matter interaction in photonic
materials. In most of the photonic systems, the optical pump
excites band-to-band transitions and the THz-reset pulse in-
duces intraband transitions, involving very different energy

Fig. 5. Cavity-detuning-dependent polariton oscillation. (a) Time sli-
ces of polariton oscillation through the low-energy peak at δc � −1.9,
−0.3, and 0.4 meV. The curves are vertically offset for clarity. (b) Polar-
iton oscillation period versus cavity detuning. The red squares indicate
experimental data, and the gray line is a theoretical curve obtained from
calculated polariton mode splitting.
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ranges and final states, analogous to the semiconductor micro-
cavity studied in this work. An immediate application of the
protocol would be to study the light–matter coupling dynam-
ics in plasmonic [26–29] and organic [30,31] devices.
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Controlling the spatial and spectral–temporal properties
of photon pairs produced in artificially structured ma-
terials is fundamental to the realization of numerous
photonic quantum information applications. Tailoring
the joint spectral properties of photon pairs is of par-
ticular importance for applications relying on time–
energy entanglement, high-visibility interference, and
heralding. Yet measuring the joint spectral properties
is a time-consuming task requiring coincidence count-
ing, typically resulting in low-resolution spectra with
a poor signal-to-noise ratio. In this work we capture
the joint spectral correlations of photon pairs that would
be produced in optical fibers with unprecedented speed,
resolution, and signal-to-noise ratio, using a scheme
based on stimulated four-wave mixing. We also illustrate
that this technique can be used in engineering joint spec-
tral correlations, making it a powerful tool for studying
quantum states. © 2014 Optical Society of America

OCIS codes: (270.0270) Quantum optics; (270.5585) Quantum

information and processing; (190.4370) Nonlinear optics, fibers.
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Some of the most promising strategies for enabling quantum
information applications rely on photonic quantum states pro-
duced in artificially structured materials. These strategies take
advantage of the wide tunability of the spontaneous four-wave
mixing (SFWM) interaction and the single-mode nature and
compactness of the structures to generate photons with specific
spatial and spectral–temporal properties [1–11]. The design of

the joint spectral properties of photon pairs [12–14] is of par-
ticular importance, as many protocols rely on specific types of
spectral correlations, such as strongly correlated photons for
time–energy entanglement [15] and uncorrelated photons
for high-visibility interference and heralding [16].

Quantum correlated photon pairs [9] are typically described
using a biphoton wave function, or equivalently a joint spectral
amplitude. With knowledge of the joint spectral amplitude, we
can extract information about the different degrees of freedom
of the photon pairs and their quantum correlations. To date,
measurement of the properties of the joint spectral amplitude
and its magnitude [12,17–20] has been nontrivial, typically
relying on single-photon detection, which results in slow char-
acterization and low resolution. Recently, a simple relation
between spontaneous and stimulated emission of photon pairs
in second-order nonlinear materials was demonstrated theo-
retically [21], implying that the joint spectral amplitude of
photon pairs that would be generated in the spontaneous proc-
ess can be measured through the corresponding stimulated
process. This was recently confirmed for photon pairs gener-
ated by spontaneous parametric downconversion in AlGaAs
waveguides [22].

In this work, we experimentally demonstrate that the pro-
tocol in [21] is more general, and it can be applied to photon-
pair generation based on higher-order nonlinear processes. We
use stimulated four-wave mixing to capture, with unprec-
edented speed and resolution, the joint spectral density
(JSD) of photon pairs that would be generated by SFWM in
an optical fiber. The generation of photon pairs in this system
has been studied for more than a decade, and yet our experi-
mental results reveal details of the JSD that have never been
observed before. We also illustrate how this technique can serve
as a tool in the engineering of joint spectral properties.

In the silica fiber used in our experiments, the photon pairs
are generated with the same linear polarization, and their state
can be written as [12]
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jΨi �
ZZ

dωsdωif �ωs ;ωi�jωs ;ωii; (1)

where jωs ;ωii is the quantum state with the signal (idler) at
angular frequency ωs (ωi) and f �ωs ;ωi� is the joint spectral
amplitude. Thus the measurement of jf �ωs ;ωi�j2, called the
JSD, allows one to obtain some information about the quan-
tum correlations. Traditionally, its determination follows a
statistical approach, based on spectrally resolved coincidence
experiments [12,18,19]. This approach is time consuming
and has low resolution, due to the low generation rate of pho-
ton pairs. An example of a state-of-the-art JSD measurement
performed using coincidence counting for a 10 cm long
polarization-maintaining fiber (PMF; Fibercore HB800G) is
used for comparison, kindly provided by Smith et al. [12].
Here we apply a stimulated-emission-based measurement, in
which the detected signal is much larger than that measured
in the coincidence experiment, and thus the speed and signal-
to-noise ratio are greatly improved. Indeed, the number of
photon pairs emitted in the stimulated process is proportional
to the number that would be emitted in the spontaneous proc-
ess, with a proportionality constant approximately equal to the
average number of photons in the stimulating seed [21]:

hnωs
iAωi

hnωs
nωi

i ≈ jAωi
j2; (2)

where hnωs
iAωi

is the average number of signal photons with
frequency ωs stimulated by an idler seed with frequency ωi,
hnωs

nωi
i is the average number of photon pairs that would

be generated in the spontaneous process, and jAωi
j2 is the aver-

age photon number within the coherence time of the seed.
Thus, one can extract the information to reconstruct the
JSD by measuring the output signal. The captured JSD has
a high fidelity with theoretical predictions.

Our experimental setup is shown in Fig. 1. A Ti:sapphire
laser generates pump pulses centered at 710 nm with an
∼3 nm full width at half-maximum (FWHM) bandwidth.
The pump is coupled into an ∼10 cm long PMF (Nufern
PM630-HP with a birefringence of 3.3 × 10−4). A half-wave
plate (HWP) is placed in front of the fiber to rotate the polari-
zation of the pump such that it propagates along the slow axis
of the fiber. When used for SFWM, two sideband photons, the
signal at 626 nm and the idler at 820 nm, are spontaneously
emitted with polarization orthogonal to the pump [12]. In the

stimulated experiment, a tunable continuous-wave (CW)
Ti:sapphire laser within the idler bandwidth is used as a seed
to stimulate the emission of signal photons. A polarizing beam
splitter (PBS) is used to combine the pump and seed before
they enter the fiber. A dichroic mirror (DM) (Semrock
FF685-Di02) separates the signal and idler photons. The signal
is collected by a single-mode fiber (SMF) and sent to a
spectrometer (Andor SR-303i-A). The power of the seed is
detected by a power meter. The power for each slice (i.e.,
the measured signal spectrum for each idler seed wavelength)
is used to normalize the corresponding spectrum taken by the
spectrometer. We obtain slices of the JSD along the wave-
length of the signal as we scan the seed across the idler band-
width. The wavelength of the seed for each slice is also
recorded. All the data are sent to a computer to directly
generate the final joint spectrum.

A total pump power of 10 mW is coupled into the fiber.
The stimulated process strongly enhances the signal, such that
only 10 mW average seed power is used in our measurements
to avoid saturation of the spectrometer when set to its shortest
acquisition time, which is 10 ms per scan. We measure the
dependence of the stimulated signal power on the seed power
at fixed idler central wavelength. The result, shown in Fig. 2,
confirms that the stimulated signal power varies linearly with
the seed power, in agreement with Eq. (2).

The measured JSD is shown in Fig. 3(b). The sidelobes on
either side of the central lobe are due to the sudden onset and
end of the nonlinear interaction in the fiber [12,23]. The
sidelobes are much less intense than the central lobe, and
thus they are difficult to observe using the traditional JSDmea-
surements in the spontaneous regime, such as that shown in
Fig. 3(a). The stimulated-emission-based measurement gives a
resolution of approximately 60 pm × 100 pm (signal × idler)
per pixel. The resolution of the signal wavelength axis is
determined by the resolution of the spectrometer, while the
resolution of the idler wavelength axis can be controlled by
the step size of the frequency scan.

To compare with the theory, we calculate the JSD numeri-
cally, using a standard approach in quantum optics that
consists of finding the Hamiltonian of the FWM interaction

Fig. 1. Schematic of the experimental setup. BP1–4, bandpass filter;
PBS, polarizing beam splitter; HWP, half-wave plate; L1–3, lens; PMF,
polarization-maintaining fiber; DM, dichroic mirror; P1–2, polarizer;
SMF, single-mode fiber.

0 10 20 30 40
0

1

2

C
ou

nt
s/

s 
×1

0
9

Seed Power (mW)

Fig. 2. Power dependence of the stimulated photon counts. The
black squares are the measured counts, with error bars indicating the
standard deviation across 20 measurements. The red line is a linear
least-squares fit.
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and calculating the evolution of the pump state [24]. In our
birefringent optical fibers, as in Smith et al. [12], the resulting
JSD can be written as

jf �ωs ;ωi�j2 �
����
Z

dωpα�ωp�α�ωs � ωi − ωp�ϕ�ωs ;ωi�
����
2

;

(3)

where α�ωp� is the pump envelope function (assumed to be
Gaussian) and ϕ�ωs ;ωi� � sinc�ΔkL∕2� exp�iΔkL∕2� is the
phase-matching function, where L is the length of the fiber
and Δk � 2n�ωp�ωp∕c − n�ωs�ωs∕c − n�ωi�ωi∕c � Δnωp∕c
is the phase mismatch, with n�ω� being the refractive index
given by the Sellmeier equation of bulk silica, Δn the birefrin-
gence of the fiber, and c the speed of light in free space. As in
earlier studies [12], we are working in a low-pump-power re-
gime in which self- and cross-phase modulation can be safely
neglected. The calculated JSD, plotted in Fig. 3(c), has ∼94%
fidelity to the experimental JSD. The clear presence of the weak
sidelobes in the stimulated measurement demonstrates that this
approach provides access to properties of the JSD that cannot
be detected using traditional coincidence-counting techniques.
The signal photon count rate when the idler seed wavelength is
at the peak of the JSD is ∼4.5 × 108 photons∕s. Compared to
the traditional coincidence-counting method [18], which has a
resolution of ∼0.5 nm and a count rate that requires hours to
obtain a full JSD, the improvement is substantial. The whole
measurement can be done within 10 min. Most of the time is
spent by the computer-controlled mechanical turning of an
actuator to control the seed wavelength. Many more investiga-
tions of photon-pair correlations can be pursued with the
benefit of this efficient measurement technique.

Finally, we illustrate how this technique can be used as an
aid in engineering joint spectral correlations of the photon
pairs. In general, the photon pairs can range from correlated
to uncorrelated; the latter has wide use in quantum schemes
requiring pure heralded single-photon states. Although a full
engineering study would require determination of the joint
spectral amplitude, the JSD is the most important part for
identifying when conditions have been achieved for the
generation of uncorrelated photons, as the joint spectral phase
typically varies little across the range in which the flux of

generated pairs is appreciable; thus, any improvement in
determining the JSD will facilitate the design process. As an
example, in this study we tailor the JSD by changing the length
of the fiber; for fiber lengths of 2.6, 1.6, and 1.1 cm, we use the
stimulated FWM technique to capture the JSDs. Figure 4
shows the results for the different fiber lengths, indicating that
the photons change from correlated to anticorrelated as the
fiber is shortened. The data suggest that a length close to
1.6 cm is the best candidate for producing nearly uncorrelated
photons, a result that has been achieved much faster than pre-
vious techniques that rely on the spontaneous generation of the
photon pairs would allow.

In summary, we have successfully demonstrated that the
JSD of photon pairs that would be produced by SFWM
can be obtained from the results of a stimulated four-wave mix-
ing experiment. The stimulated emission allows us to capture
the full JSD in a few minutes, with a resolution as fine as
60 pm, and using a standard spectrometer. This represents
an improvement of about an order of magnitude in resolution
per axis (two orders of magnitude per unit area) with respect to
a typical coincidence experiment, which would take several
hours and require single-photon detectors. This measurement
has required only a few minutes, less than a tenth the time
reported in Ref. [22], demonstrating that the full potential
of this technique has yet to be completely exploited. The abil-
ity to quickly determine JSDs with high resolution is essential
for the efficient design of systems to produce quantum corre-
lated photons with desired properties, and so we can expect
that the technique demonstrated here will become central
in engineering systems to produce pairs of photons by SFWM.
We expect it will also become the preferred technique in future
studies of the physics of various states of photon pairs that can
be produced by parametric fluorescence in fibers as well as
integrated devices.
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Fig. 3. (a) JSD measured by coincidence counting, provided by
Smith et al. [12], (b) JSD measured by stimulated four-wave mixing,
(c) numerical calculation of the JSD. Note the high resolution and
low noise in (b) compared with (a). Also note that the measurements
in (a) are taken for a fiber different from the one in (b), resulting in
a generally different JSD.
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Microscopy is an essential tool in a huge range of research areas. Until now, microscopy has been largely
restricted to imaging in the visible region of the electromagnetic spectrum. Here we present a microscope
system that uses single-pixel imaging techniques to produce images simultaneously in the visible and short-
wave infrared. We apply our microscope to the inspection of various objects, including a silicon CMOS
sensor, highlighting the complementarity of the visible and shortwave infrared wavebands. The system is
capable of producing images with resolutions between 32 × 32 and 128 × 128 pixels at corresponding frame
rates between 10 and 0.6 Hz. We introduce a compressive technique that does not require postprocessing,
resulting in a predicted frame rate increase by a factor 8 from a compressive ratio of 12.5% with only 28%
relative error. © 2014 Optical Society of America

OCIS codes: (110.0180) Microscopy; (110.1758) Computational imaging; (110.4234) Multispectral and hyperspectral imaging.
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1. INTRODUCTION

Imaging allows us to understand the world in which we live.
Digital imaging has traditionally been based on a detector array
that can detect variations in light intensities with spatial
resolution. Recently, however, there have been rapid develop-
ments of a technology capable of imaging without a detector
array, using only a single pixel. This so-called “single-pixel
imaging” [1] allows imaging in which a reduction in camera
complexity is gained at the cost of increased computational
time. While it is true that in the visible region of the spectrum
the development of detector arrays has reached the stage where
this trade-off is not beneficial, it is in other regions of the
electromagnetic spectrum where this technology can provide
huge benefits.

In this work we present an application of single-pixel im-
aging to the field of microscopy [2]. Microscopy is typically
performed in the visible region of the spectrum where camera
technology is extremely well developed. Microscopy in other
regions of the spectrum, such as infrared or ultraviolet, tradi-
tionally requires expensive cameras. Single-pixel imaging is,
therefore, an attractive prospect as it allows the development
of imaging systems that can be significantly cheaper than

current camera technology. This may allow imaging at
previously undeveloped wavelengths, increasing the range of
spectral imaging [3].

Single-pixel imaging has previsouly been applied to a micro-
scope, e.g., Wu et al. [4] and Studer et al. [5]. In [5] they image
hyperspectrally across the visible spectrum. Here we present a
prototype single-pixel microscope that images not only in the
traditional visible spectrum but also simultaneously in the
short-wave infrared (SWIR). Previous work in single-pixel im-
aging has utilized compressive sensing [6–9], which minimizes
the number of measurements required to produce an image.
However, these compressive approaches result in long image
reconstruction times of minutes to hours and, hence, low
frame rates. To better suit the operational needs of a micro-
scope, here we concentrate on methods to produce images
at video rates.

As an alternative to a detector array, single-pixel imaging
shifts the spatial information away from the detector and onto
a set of masks. If the image is masked such that some of the
light is blocked and some passes to create a signal on a single
detector, then this signal contains information about how sim-
ilar the mask is to the image. If many different masks are used,

2334-2536/14/050285-05$15/0$15.00 © 2014 Optical Society of America
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their shapes and corresponding signals can be combined to in-
fer a reconstruction of the image. An intuitive set of masks
would scan a single bright pixel to build up the image as in
confocal microscopy [10]. However, for systems in which
the source is not also scanned, these masks waste most of
the light, resulting in very poor signal-to-noise ratios (SNRs).
An ideal set of masks would therefore have an equal amount of
bright and dark pixels.

A commonly used set of such binary masks is the Hadamard
set [11]. Each mask in this set is orthogonal to every other
mask, which, in the absence of noise, allows perfect
reconstruction of the image when the number of masks equals
the number of pixels. This number is large even for images
with a moderate resolution (4096 measurements required
for a resolution of 64 × 64 pixels), which has lead to the
development of compressive techniques.

Compressive imaging methods allow images to be recon-
structed using a number of masks that is only a fraction
of the number of pixels. These methods are usually reliant
on iterative algorithms to solve optimization problems that
are computationally difficult. This can result in long
reconstruction times measured in minutes or hours. Recent
developments make progress toward compressive video
reconstruction [12–18], with emphasis on developing methods
to reduce computational time [19,20]; however, in this paper
we concentrate on compressive techniques that do not require
computationally expensive reconstruction and are therefore
able to provide near video frame rates.

Our microscope design is shown in Fig. 1(b) and is based on
a modified Zeiss Axiovert 200. The halogen light source has
been removed and the illumination is provided by a white-light
LED in addition to a SWIR source comprising a superlumi-
nescent diode emitting at 1550 nm (Thorlabs S5FC1005S).
The objective lens is a reflecting objective with a broadband
aluminium coating, providing an image plane with 36× mag-
nification at 0.52 NA (Newport 50102-01) . Two parabolic
mirrors then re-image this plane onto a digital mirror device
(DMD). This optical system provides a field of view of
381 μm, giving physical resolution of 12, 6, and 3 μm for mask
sizes of 32 × 32, 64 × 64, and 128 × 128, respectively.

The DMD is a Vialux ALP 4.2 model with 1024 × 768
pixels, a binary pattern switching rate of 22 kHz, and onboard
storage for up to 45,000 patterns. As illustrated in Fig. 1(a), the
micromirrors can be orientated either �24 or −24 deg with
respect to the normal incidence input beam. Two pick-off
mirrors are positioned to steer these beams through a collection
lens and into a single-pixel detector. One arm has an amplified
photodiode sensitive in the visible (Thorlabs PDA100A) and
the other has a large area Ge detector (Thorlabs FDG1010)
amplified by a Thorlabs PDA 200C.

The whole optical system is composed of a mixture of lenses
and curved mirrors. To provide maximum imaging perfor-
mance over as large a wavelength range as possible, all imaging
optics prior to the DMD are reflecting, specifically to avoid any
chromatic aberrations. Imaging is not required after the DMD
and, therefore, lenses are used to collect light into the single
pixel detectors. In addition to this collection lens, a field lens is

placed as close to the DMD plane as possible in order to reduce
the size of the beam in the collection arms.

2. RESULTS

A. Optical Modes

To illustrate the dual, visible/SWIR, waveband capability pro-
vided by the microscope, we image a silicon CMOS chip. The
visible and infrared images are shown in Fig. 1(c). Since silicon
is opaque to visible light, the edge of the chip appears as a sharp
boundary in the visible image. The infrared light, on the other
hand, is partially transmitted by silicon and this image shows
additional features. The example in Fig. 1(c) shows that there
is a band of silicon near the edge of the chip, with metal on
either side that appears opaque (black). We note that the
single-pixel approach has the advantage of perfect spatial regis-
tration between the two images since the spatial information is
dictated by the DMD.

The flexibility of the microscope is further extended with
the addition of a “dark-field” imaging configuration for both
SWIR and visible. Examples of the images obtained for bright-
and dark-field modes can be seen in Fig. 2. The sample com-
prises an amalgamation of 200 nm sized gold beads and, by
comparing the bright-field images, it is apparent that the beads
are almost transparent at the SWIR wavelength. If we switch to
dark-field imaging, however, the results in the visible and IR
are similar. The bright field measures the absorption of the
sample, while the dark field measures scattering.

Fig. 1. Experimental setup and dual band images. (a) Sketch of the
DMD operation. The input beam can be diverted, pixel by pixel, into
one of two output arms. (b) Experimental setup. The diffuser (aperture)
in the SWIR (visible) illumination arm can be removed (closed) to switch
to a dark field configuration. (c) Reconstructed images from the visible
and SWIR detectors of a silicon CMOS chip edge. The resolution is
128 × 128 and the images are the result of five averages and have been
upscaled to 256 × 256 using linear interpolation.
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B. Image Reconstruction Modes

The nature of single-pixel imaging enforces a reciprocal rela-
tionship between frame rate and image resolution, and we have
therefore designed several different modes of operation to give
the widest possible range of utility.

The most basic operating mode allows the user to adjust the
resolution and corresponding frame rate to suit their needs.
The reconstructions are formed from a full set of masks in or-
der to give the best possible reconstruction. The quality of the
reconstruction is dependent on the SNR of the system. This
can be maximized by taking a differential measurement be-
tween each mask and its inverse, effectively throwing away
noise below the pattern display rate. The resulting SNR of
the reconstructed images is of order 115 and 95 (taken from
images in the right hand column of Fig. 5) for the visible and
SWIR arms, respectively.

For a given resolution, the frame rate is simply a function of
the number of masks and the mask display rate. The resulting
frame rate is then RPatt∕2N where RPatt is the pattern display
rate and N is the number of a pixels in the image. For our
particular DMD, the pattern display rate of 22 kHz results
in a frame rate of 10 Hz at 32 × 32 and 0.6 Hz at 128 × 128.

We expand upon this “standard” operational mode to pro-
vide a user-friendly “adaptive” mode that provides the benefits
of both high frame rate and high resolution. Typical use of a
microscope involves two distinct stages, an initial stage in
which the user searches around the sample for a particular fea-
ture of interest, and a subsequent stage in which they wish to
image the feature with as high a resolution as possible.

This adaptive mode constantly compares the current signal
from the single-pixel with the equivalent signal from the pre-
vious frame in order to determine if the sample is moving. If
the difference between current and previous signals exceeds
some threshold, then the sample is judged to be moving
and the frame rate remains high. Otherwise, after a fixed num-
ber of frames the program increases the resolution from the
base 32 × 32 to 64 × 64 and then to 128 × 128, so long as
the sample is still not judged to be moving. Any movement
in the sample resets this process and returns to the high-
frame-rate mode.

An example image sequence for the adaptive mode is shown
in Fig 3. It shows an image of a patterned contact on a CMOS
chip that, in the first image, is moving. The program compares
the signals from one frame to the next, detects movement, and,
as a result, maintains a high frame rate with low resolution. After
a few seconds, the contact is stationary and having detected no
movement, the program doubles the resolution. After 16 s there
is still no movement so the resolution is doubled again to the
maximum value of 128 × 128 pixels. The image is still station-
ary, so the program now begins to average the data, improving
the signal to noise of the image further. After 44 s, the sample
begins to move again; the program detects this and switches
back into high-frame-rate mode.

The standard and adaptive modes have both used a com-
plete set of Hadamard masks for image reconstruction. A
further approach, which we call “evolutionary mode”, can

Fig. 2. Optical modes. Comparison of bright- and dark-field operating
modes. The visible and SWIR images were acquired simultaneously, but
the sets of bright- and dark-field images were from separate acquisitions.
The images are the result of five averages and have been upscaled to 256 ×
256 using linear interpolation.

Fig. 3. Transmission images of a silicon CMOS chip captured in the SWIR band. The picture series shows a typical timeline when using sharpen
mode. The resolution and averaging is controlled automatically based on the residuals. The line showing residuals is only for illustration and is not
quantitatively accurate. The arrows indicate that the object in the scene is moving. The sample is entirely absorbing in the visible and thus no visible image
is shown. All images have been upscaled to 256 × 256 using linear interpolation.
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reconstruct an image from a subset of masks and is therefore
compressive. However, unlike most forms of compressive im-
aging it is not computationally intensive and so is compatible
with video frame rates.

The fundamental idea behind our evolutionary mode is
outlined in Fig. 4. For the image in Fig. 4(a) a numerical pre-
diction is made of the anticipated signal corresponding to each
mask in a complete Hadamard set. The signals are then
ordered in a sequence with the largest first, and the result is
shown in Fig. 4(b). If we wish to re-image the same object
using less than a full set of masks we should start with the
masks producing the largest signal, but how many masks
do we need? A good estimate can be obtained by summing
the signals within a subset and comparing that with the total
of all signals. As can be seen, the largest 25% of the signals
accounts for 70% of the total signal. The reconstructions
corresponding to various subsets are shown in Fig. 4(c) and
reveal that as few as 12.5% of the masks produce a good
reconstruction with only 28% relative error.

However, this reduction in itself is not directly useful for
imaging since one would have to know the object a priori.
The evolutionary mode takes this insight and expands it.
Let us consider an image with a resolution of 64 × 64 pixels;
to be compressive, we wish to use only 1024 patterns, giving a
compressive ratio of 25%. To optimize the choice of masks we
keep a fraction of the 1024 masks with the highest signals from
the previous frame, replacing the rest with randomly chosen
masks from the full set. This continued optimization allows
good masks to be filtered into the set of 1024 after several
frames.

The experimental realization of this method is shown in
Fig. 5. The images show the visible and SWIR images of
two shapes, a metal tip in the lower left and a silicon edge

in the upper right. The transmission of silicon in the infrared
leads to it appearing almost invisible in the SWIR channel. We
see that the image quality remains high even for a low number
of patterns and that this low number of patterns also results in
a significant boost to the frame rate.

The fraction of patterns to retain and the number to ran-
domize from one frame to the next can be controlled, allowing
control of the final image quality and speed of adaptability. In
the example shown in Fig. 5 we use a 25% compression (1024
masks) wherein we retain 70% and randomize 30%, a ratio
that we find is a good balance between image quality and speed
of response. This results in the image quality shown in Fig. 5,
and, if the objects in the scene move, the image returns to this
quality within 2 or 3 s.

Evolutionary mode has the further advantage that it pro-
vides an increased robustness to noise. If the noise level is fixed,
for instance, detector noise due to dark counts, then the SNR
scales directly with signal strength. Evolutionary mode uses
only the largest signals with the highest SNR and is therefore
robust to this type of noise. Extreme cases with significant
noise can result in the evolutionary mode reconstruction hav-
ing even lower absolute error than a reconstruction from a
full set.

3. CONCLUSIONS

We have demonstrated a prototype microscope system based
on a single-pixel approach to image simultaneously in the vis-
ible and SWIR at frame rates approaching video rates. We
demonstrate imaging in visible and SWIR with perfect pixel
registration, both in standard bright-field and dark-field con-
figurations. We have furthermore demonstrated that the in-
strument has a high degree of flexibility, switching from a
high frame rate to high resolution automatically. We have also
introduced a compressive technique that allows high resolution
in tandem with high frame rate by basing our reconstruction
on only the important patterns. All of these factors result in a
microscope system that can produce images in multiple spec-
tral bands simultaneously and gives great flexibility to tune its
operation to suit a variety of applications. In comparison with

Fig. 4. Hadamard spectrum analysis and subset reconstruction.
(a) Original image taken with a standard optical microscope. (b) Signal
strength for each Hadamard pattern, ordered with largest signal first and
plotted in log space for clarity. The lines are drawn at specific numbers of
patterns and the number above is the percentage of total signal contained
within that subset. (c) Numerical simulation reconstructions formed
from subsets of patterns and signals. The subsets start with the largest
signal and include ever smaller signals up to the number of patterns listed.
The relative error is obtained from the absolute difference to a 4096
pattern reconstruction.

Fig. 5. Experimental results of the evolutionary mode. The images are
taken simultaneously from the visible and SWIR channels, and the im-
ages are reconstructed from the number of patterns shown underneath.
The images are the result of five averages and have been upscaled to
256 × 256 using linear interpolation.
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commercially available systems based on standard microscopes
utilizing IR cameras, this prototype system offers hyperspec-
trality and significant cost savings, at the expense of some per-
formance in terms of frame rate and resolution. Furthermore,
the current implementation extends the detection bandwidth
into the SWIR, but this technique can be applied to a wide
variety of wavelengths.
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Increasing our understanding of regional greenhouse gas transport, sources, and sinks requires accurate,
precise, continuous measurements of small gas enhancements over long ranges. We demonstrate a coherent
dual frequency-comb spectroscopy technique capable of achieving these goals. Spectra are acquired span-
ning 5990 to 6260 cm−1 (1600–1670 nm) covering ∼700 absorption features from CO2, CH4,H2O, HDO,
and 13CO2, across a 2 km path. The spectra have sub-1-kHz frequency accuracy, no instrument lineshape,
and a 0.0033 cm−1 point spacing. They are fit with different absorption models to yield dry-air mole frac-
tions of greenhouse gases. These results are compared with a point sensor under well-mixed conditions to
evaluate the accuracy of models critical to global satellite-based trace gas monitoring. Under heterogeneous
conditions, time-resolved data demonstrate tracking of small variations in mole fractions, with a precision
<1 ppm for CO2 and <3 ppb for CH4 in 5 min. Portable systems could enable regional monitoring.
© 2014 Optical Society of America

OCIS codes: (300.6300) Spectroscopy, Fourier transforms; (280.1120) Air pollution monitoring; (010.0280) Remote sensing and sensors.

http://dx.doi.org/10.1364/OPTICA.1.000290

1. INTRODUCTION

Absorption spectroscopy over open paths provides a means of
remotely sensing changes in greenhouse gas mole fractions—a
critical need for greenhouse gas transport, source, and sink
studies as well as future regulatory monitoring [1–3]. It is
implemented in satellite instruments, upward-looking Fourier
transform spectrometers (FTS), and ground-based FTS and
laser spectrometers [4–11]. Ideally, these systems should detect
the dry-air mole fractions (which correct for variable dilution
by water vapor) of multiple gases over long paths with high
precision and reproducibility to enable mapping of small gra-
dients in both space and time. However, absorption spectros-
copy faces two distinct challenges. First, spectral databases

required to convert absorption to concentrations cannot sup-
port the desired reproducibility between instruments of
0.1 ppm CO2 and 2 ppb CH4 for background greenhouse
gas monitoring [12], and less than 1 ppm CO2 for urban en-
hancement monitoring [13–15]. Second, there is a lack of
portable, long-path, multigas sensors with high reproducibility
to support regional monitoring. Portable FTS is limited to sub-
kilometer paths and ∼5%–10% uncertainty because of diver-
gent sources and broad instrument lineshapes [10,16].
Therefore, regional studies use flushed-cell point sensors cali-
brated via a reference gas [17,18]. In contrast, accurate open-
air path systems could provide continuous path-averaged mole
fractions that avoid representation errors associated with point
sensors [3,19].

2334-2536/14/050290-09$15/0$15.00 © 2014 Optical Society of America
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Dual frequency-comb spectroscopy (DCS) is a promising
solution to both challenges. DCS [20–31] has broadband
spectral coverage for multispecies detection, a bright
diffraction-limited source for high signal-to-noise ratio
(SNR) over multikilometer ranges, a rapid update rate for im-
munity to turbulence-induced optical intensity fluctuations,
and, importantly, can sample the transmission on a comb
tooth-by-tooth basis for high-accuracy spectra. Here, we show
that the full advantages of DCS can be applied to quantitative
outdoor sensing of greenhouse gases. Our measured spectra
span 80,000 comb teeth covering 5990 to 6260 cm−1

(1600 to 1670 nm) with absorbance noise below 5 × 10−4.
Data are acquired at the comb-tooth separation of
0.0033 cm−1 (100 MHz), with negligible instrument line-
shape since the comb teeth are essentially delta functions in
frequency. We demonstrate simultaneous retrieval of dry-air
mole fractions of CO2, CH4, H2O, HDO, and 13CO2 and
air temperature over a 2 km turbulent air path. During
well-mixed atmospheric conditions, these data enable high-
resolution evaluation of spectral absorption models and, when
combined with laboratory measurements, should lead to im-
proved spectral absorption models critical for open long-path
remote sensing [13,32].

Moreover, the advent of portable frequency combs [33]
should enable field-deployable DCS to support verification
and monitoring of emissions of distributed sources (e.g., car-
bon sequestration [11] and gas development sites [2,34]) and
larger-scale monitoring networks. As an initial demonstration,
time-resolved dry-air mole fractions were acquired continu-
ously over three days. The DCS data compare well with a
nearby point sensor for large-scale fluctuations with much
lower sensitivity to local concentration spikes. One-sigma sta-
bilities of <1 ppm (μ mol∕mol) for CO2 and <3 ppb (nmol/
mol) for CH4 are reached at 5 min averaging. Absolute agree-
ment is limited by the current spectral databases to ∼1%–2%
and by variability in sampled regions. Future optimized sys-
tems with higher power and extended spectral coverage
[29,35–40] could reach similar stabilities in seconds, over
10 km, while sensing additional species, isotopologues, and
oxygen [28]. Finally, the absence of instrument lineshapes
should enable direct cross comparison of retrievals between
systems, times, and locations.

2. OPEN-AIR DUAL-COMB SPECTROMETER

Figure 1 shows the experimental setup. In dual-comb spectros-
copy [20–30], two frequency combs are arranged to have offset
repetition rates (f r and f r � Δf r). When combined, the re-
sulting heterodyne signal is an rf frequency comb, where each
rf comb tooth is spaced by Δf r , and has a one-to-one relation-
ship with a specific pair of optical comb teeth [see Fig. 1(a)].
Therefore, this rf spectrum is simply scaled to reproduce the
optical spectrum.

Here, we implement DCS with two mutually coherent
erbium-doped fiber frequency combs (f r ∼ 100 MHz,
Δf r � 444 Hz) with relative ∼1 Hz comb linewidth and
with each comb tooth’s frequency known to better than
1 kHz [23] (see Supplement 1). The comb spectra are centered

within the atmospheric water-vapor window near 1.6 μm and
further shaped to cover both a portion of the CH4 tetradecad
and a CO2 combination band. The choice of Δf r � 444 Hz
allows an alias-free optical bandwidth of f 2

r ∕�2Δf r� �
375 cm−1, which covers both absorption bands simultaneously
[22]. The comb outputs are combined and transmitted over a
2 km folded open-air path on the NIST Boulder campus [see
Figs. 1(b) and 1(c)]. This 2 km path length exceeds previous
laboratory-based DCS using either multipass cells or resonant
cavities.

Figures 1(d) and 1(e) show the resulting high SNR trans-
mission spectrum acquired over ∼170 min under relatively
constant temperature and pressure across the measurement
path (see Supplement 1). The overall shape corresponds
to the spectrally filtered comb light. The stronger CO2,
H2O, and CH4 absorption lines appear as sharp dips of
up to 15% with many weaker CH4, CO2, and H2O,
HDO, and 13CO2 lines observed down to 10−3 absorbance.
There are ∼80; 000 comb-tooth pairs across the 267 cm−1

window. With the spectral shaping, about half of these,
or ∼40; 000 comb-tooth pairs, compose the measured spec-
trum. Each comb-tooth pair contributes a distinct data point
in the transmitted spectrum with kilohertz-level frequency
uncertainty (corresponding to a resolving power of 1011),
spaced at f r � 100 MHz (0.0033 cm−1), and with SNR
in the signal intensity exceeding 3000∶1 for these long time-
averaged data. Even higher SNR values would be possible
except that we aggressively limited the transmitted power
to avoid any lineshape distortions due to detector nonline-
arity [23,29]. These data were acquired with coherent
summing (see Supplement 1), but continuous time data
confirmed ∼Hz linewidth between the detected pairs of
frequency-comb teeth. The quality of these data is consistent
with previous ultrahigh-resolution laboratory DCS spectra
and demonstrates that the fundamental properties of coher-
ent DCS—namely high resolution, high accuracy, broad
bandwidth, and high SNR—can be directly translated to
field-based measurements.

Turbulence is a concern for high-resolution open-air path
spectroscopy as it can easily cause strong (100%) and fast
(>100 Hz) optical intensity modulation, potentially leading
to excess noise in the measured optical transmission spec-
trum. The power spectral density related to turbulence-
induced intensity noise falls off strongly as f −8∕3 beyond
the characteristic cutoff Fourier frequency, f c ≈ U∕

ffiffiffiffiffiffiffiffiffiffi
2πLλ

p
,

where U is the wind speed, λ is the optical wavelength, and
L is the path length [41]. Here, f c is tens of hertz. In com-
parison, the DCS effectively acquires a single spectrum
within 1∕Δf r � 1∕444 s. In other words, since f c < Δf r ,
the turbulence intensity noise is effectively frozen during a
single spectrum. Rain, light fog, or clipping of the beam at
the telescope will reduce the SNR if there is significant at-
tenuation, but should not distort the spectrum for similar
reasons. Of course, some turbulence-induced fluctuations
do occur on the timescale of a single interferogram, but
a more rigorous discussion (see Fig. 1 of Supplement 1)
shows they appear as multiplicative noise that is below
the overall noise floor. Turbulence can also cause optical
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wavefront distortions and phase noise on the comb lines
[41,42]. However, since both combs are copropagating,
these effects are common mode and ultimately negligible.
This relative immunity of DCS to turbulence is in strong
contrast to high-resolution FTS or conventional swept laser
spectroscopy, which have longer acquisition periods. Finally,
as a coherent system, DCS is unaffected by collected sun-
light because of the narrow heterodyne detection bandwidth.

3. MEASUREMENTS UNDER WELL-MIXED
ATMOSPHERIC CONDITIONS

The DCS spectra provide a direct means to validate current
and future spectral databases and absorption models since
the spectra are free from instrument distortions and the
DCS horizontal path avoids the atmospheric modeling that
is required with up-looking total column measurements
[7,14]. The transmission spectrum shown in Fig. 1(d) is

Fig. 1. Open-air path greenhouse gas sensing through dual-comb spectroscopy. (a) DCS concept: two combs with slightly different tooth spacing
interfere on a detector, giving a third rf comb with a one-to-one mapping to the optical comb teeth. (The actual experiment spans ∼105 comb teeth.)
(b) Experimental setup: two combs are amplified, pulse-compressed in large mode area (LMA) fiber, spectrally broadened in highly nonlinear fiber
(HNLF), and filtered to generate light covering the spectral bands of interest. Two fibers carry the comb light to the rooftop, where the light is combined
and launched in a ∼40 mm beam (1∕e2 diameter), and reflected from a 50 cm diameter plane mirror located 1 km distant. The return light is coupled to a
multimode fiber and detected. The transmitted light power was limited to 1.5 mW so that the maximum received power was always below a conservative
detector nonlinearity threshold of 50 μW average power (500 fJ pulse energy). (c) Location of the 2 km interrogation path (red line, ground projection
represented by black line), the tower with the point sensor intake (inset), and elevation of the beam path (bottom inset). (d) Example transmitted intensity
showing the smoothly varying comb intensity and abrupt dips due to absorption. (e) Expanded view of absorption features. The typical gas absorption
lines have ∼40 teeth across each ∼4 GHz wide line (top, several transitions from the 2ν3 level of the CH4 tetradecad; bottom, R20 transition of the
30013←00001 band of CO2).
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converted to absorbance by normalizing out the overall comb
spectrum and applying Beer’s law. Initially, we acquired a
reference spectrum without the air path, but this approach in-
troduced additional baseline etalons. Therefore, we instead
normalized out the smoothly varying comb spectrum through
piecewise baseline fitting (see Supplement 1), as is done for
FTIR spectra. The resulting absorbance spectrum, shown in
Fig. 2, can then be fit using different absorption models to

both assess those models and find the path-averaged dry-air
mole fractions of various greenhouse gas species.

We separately fit the lower (6050 to 6120 cm−1) and upper
(6180 to 6260 cm−1) spectral windows. Within a spectral win-
dow, we fit the entire absorption spectrum at once. The only
inputs to the fits are the measured atmospheric pressure (from
calibrated pressure gauges at each end of the path) and the
absorption models. The fitted parameters are the overall gas
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concentrations of CO2, 13CO2, H2O, CH4, and HDO, and
temperature. The fit to the upper spectral window includes a
fit for temperature based on the band-wideCO2 absorption; in
this way the path-averaged temperature is extracted directly
instead of using colocated temperature sensors that can suffer
from solar loading. The CO2 and 13CO2 mole fractions were
extracted from the fit to the upper spectral region, while the
CH4, H2O, and HDO mole fractions were extracted from
the fit to the lower spectral region (although there are CO2

lines present as well). More than 300 spectral lines are included
in the lower spectral window and 400 in the upper spectral
window.

Absorption models for species in this region are evolving.
The models consist of a set of spectral parameters that describe
the temperature-, pressure-, and concentration-dependent
strength, location, and width of each absorption feature, along
with a lineshape profile model. Figure 2 shows the results of fits
using the High-Resolution Transmission Molecular Absorp-
tion Database (HITRAN) 2012 [43] and 2008 [44]. The stan-
dard deviation of the residuals is ∼2 × 10−3 absorbance units
for 5 min averages at the 100 MHz (0.0033 cm−1) point spac-
ing, dropping to <5 × 10−4 at 170 min. When scaled to the
same resolution, this SNR is comparable to high-resolution
solar, up-looking FTS spectra (but in a more compact, poten-
tially portable instrument package without long, moving inter-
ferometer arms). For the upper spectral region, fits using the
similar HITRAN 2012 [43] and 2008 [44] databases result in
peak residuals below 3 × 10−3, except for one errant line near
187.38 THz (coincident with a reported weak HDO line in
HITRAN 2008). For the lower spectral region, HITRAN
2012 has methane parameters quite different from HITRAN
2008, and this difference is strongly reflected in the residuals,
as well as the concentrations as discussed in Table 1.

The Voigt profile used with the HITRAN databases
[43,44] neglects, among other things, coupling between en-
ergy states of nearby transitions (line mixing) and the effect
of collisions on the Doppler contribution to the lineshape
(speed dependence). Therefore, concentrations extracted using
the Voigt profiles have been shown to lead to inaccurate atmos-
pheric retrievals [45]. Figure 2(b) also shows residuals to a fit
using a lineshape model and a corresponding spectral param-
eter database that includes line-mixing and speed-dependent
Voigt profiles and was developed to support accurate
satellite-based trace gas monitoring [14,46,47]. Residuals
remain, with quite different structures compared to the
other models; however, the fitted concentration using the

line-mixing and speed-dependent model should have the
highest accuracy.

Figure 2(b) also contains residuals resulting from a line-by-
line Voigt profile fit where the collisional linewidth, line
center, and line strength are finally allowed to vary on a
line-by-line basis. Though this fit overlooks the quantum-
mechanical basis of the previous spectral databases, the small
residual may indicate that the largest sources of error in absorp-
tion models are the spectral parameters (line strength, line
center, broadening coefficients, etc.) rather than deviations
from the Voigt lineshape model.

Table 1 compares the mole fractions extracted using the
different absorption models. There is a significant model-
dependent spread. For CO2, all four absorption models rely
on analysis of the same underlying laboratory FTS data, so this
spread emphasizes the consequences of different lineshape
models. As mentioned above, among the models considered
here the line-mixing, speed-dependent Voigt profile (LM/SD)
and corresponding spectral parameter database [14,46,47] is
expected to yield the most accurate results for CO2. Table 1
also reports the DCS systematic uncertainty excluding the
model-dependent effects. The uncertainty is based on the
root-mean-square of the sensitivities of the retrieved mole
fractions to several different factors: maximum pressure and
temperature path inhomogeneities (�500 Pa and 6 K, respec-
tively), uncertainty in path length (�20 cm) and air pressure
(�30 Pa), and baseline correction. Baseline correction is the
largest contributor (by a factor of 10 or more) in particular due
to an etalon ripple with absorbance amplitude 10−3 (see Sup-
plement 1). For CO2, the other factors contribute below
0.06 ppm uncertainty.

Table 1. Mole Fractions Retrieved from Fits of the Absorbance Spectrum of Fig. 2 with Four Absorption Models: HITRAN
2008 [44], HITRAN 2012 [43], Line-Mixing Speed-dependent Voigt (LM/SD) [14], and Toth et al. [48]a

Mole Fraction Retrieval (ppm) Systematic Unc. (ppm)

Hitran 08 Hitran 12 LM/SD Toth Excluding Spectral Model

CO2 408.7 407.7 404.7 406.2 0.8 0.21%
CH4 1.878 1.985 — — 0.009 0.45%
H2O 3223 3217 — — 22 0.73%
HDO 1.13 0.97 — — 0.13 11%
13CO2 4.5 4.4 — 4.2 1.7 37%
aThe final column reports the systematic (type B) uncertainty of the dual-comb spectrometer, excluding the model dependence captured in the first columns (see text).

Table 2. Comparison of the Mole Fractions Obtained with
the Dual-Comb Spectrometer and the Tower-Mounted
Point Sensor under the Well-Mixed, Stable Atmospheric
Conditions of Fig. 2a

Mole
Fraction
(ppm) DCS Tower Sensor Difference

CO2 404.7� 0.8 397.6� 0.06 7.1 1.78%
CH4 1.878� 0.009 1.874� 0.002 0.004 0.20%
H2O 3223� 22 3168� 95 55 1.74%
aFor the DCS, the dry-air mole fraction ofCO2 is retrieved from the LM/SD fit,

and the dry-air CH4 and H2O ratios are retrieved from the HITRAN 2008 fit.
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Table 2 compares the DCS to the tower-mounted point
sensor. For CO2, there is 1.8% offset with the LM/SD fits,
which increases to 2.8% for the HITRAN 2008 fits. Under
the windy, well-mixed atmospheric conditions for these data,
the DCS and tower-mounted point sensor should measure al-
most identical mole fractions. Given that the point sensor is
calibrated directly against the World Meteorological Organi-
zation (WMO) reference gas (see Supplement 1), we attribute
most of the offset to the DCS retrieval and specifically to the
line strengths of the absorption model. For CH4, the DCS
analyzed with the HITRAN 2008 database is in excellent
agreement with the tower sensor (although the fits to
HITRAN 2012 exhibit a 5.7% offset from the tower sensor).
For H2O, the two systems agree to within the uncertainty of
the tower sensor.

The main conclusion—that better absorption models are
needed to support accurate greenhouse gas monitoring—very
much echoes the significant body of work in support of satellite
measurements. Subpercent uncertainties in retrieved gas con-
centrations will require improvements in the spectral database,
possibly through laboratory frequency-comb or cavity ring-
down systems [23,29,49,50]. Finally, while DCS does rely
on accurate spectral databases (as with any open-air path
absorption technique), it should be straightforward to reana-
lyze DCS spectra as the databases are refined. In fact, this fea-
ture of the dual-comb spectra is important for accurate
greenhouse gas monitoring. Whereas extractive flushed-cell
sampling instruments rely on reference gas calibrations that
must be performed periodically to maintain accuracy and
cross-instrument comparability, the measured dual-comb
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spectra from multiple instruments can be compared directly
and indefinitely. Therefore, the retrieved mole fractions can
be similarly compared when the spectra are fit with an accu-
rate, bias-free absorption model. For example, as water-
broadening coefficients for CO2 and CH4 become available,
these effects can be included without the empirical corrections
needed with flushed-cell point sensors [18].

4. TIME-RESOLVED MEASUREMENTS OF THE
DRY-AIR MOLE FRACTIONS OVER A THREE-DAY
PERIOD

The data of Fig. 2 were acquired over a windy, well-mixed
period in which the mole fractions were quite stable. Nor-
mally, the mole fractions will vary significantly from nearby
sources and sinks, and as the planetary boundary-layer height
changes. We can analyze these time variations using the same
fitting procedures described above. Figure 3 shows the results
over a three-day period at 5 min averaging, analyzed with the
HITRAN 2008 spectral database. The path-averaged air
temperature is extracted directly from the fit to the

30013←00001 CO2 spectral band, placing even greater reli-
ance on accurate spectral parameters.

During periods of wind and daytime thermal turbulence,
the dry-air mole fractions reported by both the DCS and
the tower-mounted point sensor are relatively flat. During
low wind and nighttime boundary-layer settling, both show
strong variations in time. However, as expected, the point sen-
sor is much more susceptible to short spikes from local plumes.
(For comparison purposes, the tower-sensor data are averaged
to 5 min here; at shorter timescales the spikes are even more
pronounced.) Moreover, statistically significant offsets are
common between the point sensor and the path-averaged
DCS results, which is not surprising given the presence of
localized emissions from vehicles, the NIST central utility
plant (just south of the air path), and a nearby roadway.
The comparison emphasizes the quantitative differences that
can arise between a single point sensor and a path-averaged
system. One expects the path-averaged system to connect more
directly to kilometer-scale regional transport models. More-
over, with the addition of multiple reflectors the same DCS
system could interrogate multiple displaced paths [11], provid-
ing even greater utility to regional models.

The overall sensitivity, or precision, of the DCS is calcu-
lated directly as the Allan deviation over a period of relative
stability, as shown in Fig. 4. The optimal averaging time period
depends on the timescale of the atmospheric fluctuations; we
selected 5 min for Fig. 3, which also leads to a precision com-
parable to the systematic uncertainty (Table 2). However, op-
eration over longer distances, at the full eye-safe power level of
9.6 mW, or at longer wavelengths where the absorption is ten-
fold stronger, will all dramatically improve the precision. In
addition, stronger absorption lines will reduce the systematic
uncertainty that is dominated by baseline ripple (etalons).

5. CONCLUSION

We demonstrate that DCS is ideally suited to the challenges
associated with accurate sensing of atmospheric trace gases
across open-air paths; it combines broadband spectral coverage
for accurate multispecies detection with a diffraction-limited
laser output for high sensitivity over multikilometer air paths.
Equally important, its high acquisition speed achieves immun-
ity to turbulence-induced intensity noise, and its negligible in-
strument lineshape enables high accuracy and ultimately
accurate cross comparison of spectra (and therefore concentra-
tions) acquired with different systems, at different times and
locations. We demonstrate these capabilities over a 2 km open-
air path with an initial system that measures CO2, 13CO2,
CH4,H2O, HDO, and air temperature. Future broader band-
width systems will detect more species, while higher power
output will further improve the sensitivity. DCS data can sup-
port the development of accurate absorption models used in
global, satellite-based greenhouse gas monitoring. Moreover,
with the recent advancement of portable, high-performance
frequency combs [33], there is no technological barrier to
regional deployment of fielded DCS systems that have costs
comparable to high-performance point sensors and are capable
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Fig. 4. Precision (Allan deviation) from data acquired during high-
wind periods with a stable, well-mixed atmosphere. (a) CO2 precision
(green) versus averaging time, τ, which follows 15
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p
∕ppm, where τ

is in seconds (gray line), or 0.86 ppm at 5 min. At longer times, actual
atmospheric mole fraction variations cause a decrease in the slope. A
modest increase of the launched power up to the eye-safe limit of
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the improved precision of 3
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∕ppm (dashed gray line). (b) CH4 pre-
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5 min. Again, modest power increases, or increased receive aperture,
would yield the improved precision of 8
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of autonomous, eye-safe, around-the-clock monitoring of
multiple gas species over multiple optical paths.
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Nonlinear silicon photonics will play an important role in future integrated opto-electronic circuits. Here
we report temporal pulse broadening induced by the dynamic interplay of nonlinear free-carrier dispersion
coupled with group-velocity dispersion in nanostructured silicon waveguides for the first time, to the best of
our knowledge. Further, we demonstrate that the nonlinear temporal dynamics are supported or countered
by third-order dispersion, depending on the sign. Our time-domain measurements of the subpicojoule
pulse dynamics are supported by strong agreement with numerical modeling. In addition to the funda-
mental nonlinear optical processes unveiled here, these results highlight dispersion engineering as a power-
ful tool for controlling free-carrier temporal effects. © 2014 Optical Society of America
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1. INTRODUCTION

Understanding and controlling nonlinear optical processes in
silicon [1–7] will be essential in low-cost, high-volume fabri-
cation of integrated opto-electronic chips [8]. On-chip dem-
onstrations of χ�3� processes in silicon include soliton
compression [3], supercontinuum generation [4], photon pair
generation [5], Raman lasing [6], and third-harmonic gener-
ation [7], as well as applications in optical communications,
interconnects, and switching [9–13]. The advantages of silicon
for nonlinear photonic devices include its large Kerr nonline-
arity and its capacity for subwavelength confinement of light.
Combined with the potential for monolithically integrating
photonics and micro-electronics in a single complementary
metal-oxide-semiconductor (CMOS) platform [14], silicon

continues to attract considerable attention from researchers
around the world. It is clear that a deeper understanding of
the physics of nonlinear pulse propagation in silicon is essential
from both fundamental and practical points of view.

There are several optical nonlinearities present in silicon. In
addition to the desirable χ�3� Kerr effect (n2), a major impair-
ment to the development of nonlinear photonic devices in
silicon is the presence of strong two-photon absorption
(TPA) in the telecommunications band. The primary response
of this nonlinear absorption is the reduction of pulse intensity
I and consequent clamping of the optical Kerr effect [15].
Recently we showed that cross-TPA in silicon affects photon
pair sources even at very low power levels [16]. In addition,
TPA also impacts the pulse dynamics through a second

2334-2536/14/050299-08$15/0$15.00 © 2014 Optical Society of America
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mechanism: the photogeneration of free carriers, which has
been shown to greatly distort nonlinear pulse propagation
in silicon [3,17].

Since the free-carrier density Nc is generated by the
intensity-dependent TPA mechanism, the resulting free-carrier
refractive index change ΔnFC is also nonlinear. Here ΔnFC �
nFCN c�I�, where nFC is the free-carrier dispersion (FCD) co-
efficient, which can be derived from the Drude model [18].
Note that nFC is a material parameter dependent on funda-
mental quantities and has a negative sign: nFC �
�−e2∕�2n0ϵ0ω2���m�−1

e � m�−1
h �, where e is the elementary

charge, n0 is the linear refractive index, ϵ0 is the vacuum per-
mittivity, ω is the angular frequency, and m�

e∕h is the effective
mass of the electrons/holes in the semiconductor. We recog-
nize this as the general case of plasma dispersion, where the
refractive index goes down with increasing carrier density.
The total index of refraction in the silicon waveguide here
is thus described by n � no � n2I � nFCNc�I�. In our inves-
tigation, we are in a regime in which both the Kerr and FCD
effects play a role with FCD ultimately dominating the system.
Associated with free-carrier dispersion (FCD) is free-carrier ab-
sorption (FCA), which has a relatively minor impact here.

Interplay between linear and nonlinear phase modulations
leads to interesting dynamics not possible when either of these
effects is present alone. A notable example is higher-order
soliton formation, which requires both nonlinear self-phase
modulation (SPM) and linear group-velocity dispersion
(GVD) to observe temporal pulse narrowing [19,20]. While
these effects are fundamentally dynamic interactions, to date
the majority of investigations of nonlinear wave propagation
in silicon have targeted the spectral domain [4–7,9,15,21].
This is likely due to the significant challenges in characterizing
ultrashort pulses in the time domain, especially for the subpi-
cojoule energies required in nanophotonic structures. Specifi-
cally, many temporal characterization techniques rely on
nonlinear gating methods such as frequency-resolved optical
gating, which require minimum power thresholds. Indeed,
only last year free-carrier-induced temporal acceleration of pi-
cosecond optical pulses in semiconductor waveguides was
identified [19]. Acceleration is defined as a reduced time-
of-flight compared to linear propagation. These observations
were enabled by direct time-domain measurements building
on an earlier demonstration of soliton compression [20]. More
recently we reported these effects in silicon [3].

Here we report the first description, to the best of our
knowledge, of temporal broadening due to dynamic interac-
tion between nonlinear-induced FCD and linear GVD in
nanostructured waveguides made of silicon. While these effects
have been studied separately, the observations presented here
arise uniquely from their simultaneous interaction in the
system. In addition, we unveil the role of the third-order
dispersion (TOD) interacting with FCD, which, to our knowl-
edge, is also not described in the present literature. We further
demonstrate that TOD can either counteract or support the
FCD-GVD effect. Critically, the ability to independently tune
the dispersion and the nonlinearity in the photonic crystal
waveguide (PhC-wg) enables our examination into distinct
nonlinear regimes simply by changing the input wavelength

of the pulses. This allows us to understand the basic physics
in silicon waveguides for a wide range of parameters. We mea-
sure the dynamics of electric field evolution of the subpicojoule
pulses with an ultrasensitive linear frequency-resolved electrical
gating (FREG) [22] technique. The FREG measurements are
supported by strong agreement with a generalized nonlinear
Schrödinger equation (GNLSE) model. We further demon-
strate that dispersion engineering is a powerful control mecha-
nism for free-carrier temporal effects. In addition to our main
goal of elucidating the fundamental light–matter interaction of
FCD-GVD dynamics in silicon waveguides, these results
provide direct insight into fundamental nonlinear optical proc-
esses and means to control free-carrier effects in silicon wave-
guides for potential applications in optical interconnects [23].

2. DISPERSION ENGINEERED SILICON
WAVEGUIDES AND DESCRIPTION OF THE
EXPERIMENT

The sample is a dispersion engineered slow-light silicon PhC-
wg of length L � 396 μm [24]. The measured group index
(ng ), the GVD (β2), and the TOD (β3) vary with wavelength
as shown in Fig. 1(a). In addition to many degrees of freedom
for dispersion engineering, the photonic crystal also signifi-
cantly enhances the nonlinear optical interactions due to a re-
duction in the group velocity in the structure known as slow
light. The reduced group velocity vg � c∕ng yields a larger
electric field for a given power, as well as a longer effective
optical path length [25]. The exact slow-light scaling of the
nonlinear parameters is given in Section 3 and discussed in
detail in Supplement 1. We note that the slow-light-enhanced

Fig. 1. Sample parameters and temporal characterization setup.
(a) Measured group index (blue line), and second-order (red line) and
third-order (green line) dispersion of the photonic crystal waveguide.
The markers represent the values for the measured wavelengths. (b) Ex-
perimental FREG setup, consisting of the following: MML, mode-locked
laser; WS, pulse shaper; PhC-wg, photonic crystal waveguide; τ variable
delay; PD, fast photodiode; MZM, Mach–Zehnder modulator; OSA,
optical spectrum analyzer. The inset shows a scanning electron micro-
graph of our silicon PhC-wg device.
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nonlinearity discussed here is derived from the structure. In
contrast, material slow light from atomic and related systems
does not exhibit enhanced nonlinear effects [26].

In order to obtain a complete temporal and spectral char-
acterization of the ultrafast pulses propagating through the
PhC-wg, we have built a FREG apparatus [22] in a cross-
correlation configuration as shown in Fig. 1(b). The FREG
technique is a subclass of spectrographic techniques including
frequency-resolved optical gating [27]. With the FREG we
measure a series of spectrograms S�ω; τ�, gated optical power
versus frequency ω and delay τ, for varying input powers. The
spectrogram S�ω; τ� is defined as

S�ω; τ� �
����
Z �∞

−∞
E�t�R�t − τ� exp�−iωt�dt

����
2

: (1)

Using a numerical algorithm, we extract the complex electrical
field of the optical pulse E�t�, the electronic gate R�t�, and the
phase exp�−iωt� from the experimental spectrogram [28].
Note that while we experimentally measure λ, we change this
to ω for the numerical algorithm. Importantly, this technique
yields information beyond what is available from autocorrela-
tion or optical spectrum analyzer (OSA) measurements alone.
The FREG technique provides us with ultrasensitive (up to
10−17 J) time- and phase-resolved measurements of the pico-
second pulses at the output of the PhC-wg. Further details of
the FREG technique are discussed in Supplement 1.

3. MODELING THE INTERACTION OF FREE-
CARRIER EFFECTS AND DISPERSION

In order to understand the physics behind the observed tem-
poral dynamics, we employ a model based on a GNLSE. In
addition to dispersion and SPM, this incorporates TPA,
FCD, and FCA present in silicon [17]:

∂A
∂z

� −
αl
2
A − i

β2
2

∂2A
∂t2

� β3
6

∂3A
∂t3

�
�
iγ −

γTPA
2

�
jAj2A�

�
ik0nFC −

σ

2

�
N cA: (2)

Here A�z; t� is the slowly varying amplitude of the pulse, and
time t is in the frame of the pulse. The input pulse peak power
is P0 � jA�0; 0�j2, αl represents the linear loss, βn �
dnβ�ω�∕dωn is the nth-order dispersion of the propagation
constant β�ω�, and k0 is the vacuum wavevector. The nonlin-
ear SPM and TPA parameters are γ � k0n2∕Aeff and γTPA �
αTPA∕Aeff , respectively. The waveguide mode area is Aeff . The
bulk nonlinear parameters are the intensity-dependent refrac-
tive index n2 and TPA coefficient αTPA [29]. The FCD refrac-
tive index coefficient is nFC, and σ is the FCA cross section.

The free-carrier density is N c�z; t�, and the generation of
the TPA-induced free carriers obeys the following rate
equation:

∂Nc

∂t
� ρFCjAj4 −

N c

τc
: (3)

We have defined the power-normalized carrier generation
rate ρFC � αTPA∕�2hν0A2

eff �, with the photon energy hν0,
and τc ∼ 0.5 ns is the carrier lifetime [15].

For our silicon PhC-wg the linear loss is αl � 60 dB∕cm
[24]. The dispersion values βn and group indices ng at the
chosen wavelengths are given in Table 1. The effective area
Aeff is calculated using the MPB package [30], being 0.28,
0.34, and 0.44 μm2 for 1541, 1543, and 1545 nm, respec-
tively. The slow-light enhancement of nonlinearity is included
in the GNLSE model by scaling the relevant parameters by the
slow-down factor S � vp∕vg � ng∕n0, where vp is the phase
velocity and n0 is the bulk refractive index (for silicon we use
n0 � 3.46) [15]. As detailed in Supplement 1, the GNLSE
describes our experiment when we replace the nonlinear bulk
parameters with the following slow-light-scaled values [31]:
n2 � S2 · 6 · 10−18 m2∕W, αTPA � S2 · 10 · 10−12 m∕W,
nFC � S · −6 · 10−27 m3, and σ � S · 1.45 · 10−21 m2 [18,29].
The FCD parameter used here differs slightly from our pre-
vious experiment due to the fact that nFC depends on the exact
free-carrier concentration and distribution, which vary some-
what with the exact powers and pulse durations used [3,18].
We emphasize that the physical effects described by this equa-
tion are general to all silicon waveguides.

4. TIME-RESOLVED MEASUREMENTS AND
PHYSICAL LENGTH SCALES IN SILICON
WAVEGUIDES

We first characterized the input pulses with the FREG by
bypassing the sample. Figure 2(a) shows a measured spectro-
gram (top), which we take before the pulse is input into the
PhC-wg. Then we inject 1.3 ps pulses at 1541, 1543, and
1545 nm into the PhC-wg, gradually increasing the input
power and recording their output spectrograms using our
FREG arrangement. The pulse duration is defined for Gaus-
sian pulses at full width-half-maximum T FWHM. In the spec-
trograms shown in Fig. 2(a), increasing blue shift and
acceleration (diminished time of flight) are observed with in-
creasing input power for the 1543 nm input wavelength. Sim-
ilar blue-shift and acceleration trends were observed for the
other two input wavelengths. However, Fig. 2(b), showing
the T FWHM of the retrieved output pulses, clearly indicates dis-
tinct pulse temporal dynamics for each measured wavelength.
In Fig. 2(b) we highlight three key regimes dominated by
linear dispersion (red), Kerr and dispersion (yellow), as well

Table 1. Measured Parameters and Ratios for the
Wavelengths Studieda

λ0
(nm)

ng β2
(ps

2

mm)
β3
(ps

3

mm)

L
LFCD

LD
LFCD

LNL
LFCD

LD
LD 0

1541 17.9 −9.6 1.1 4.7 0.78 1.7 0.15
1543 22.4 −10.1 −0.92 6.5 1.0 1.8 0.11
1545 26.2 −8.4 −2.6 5.8 1.1 1.6 0.38
aNonlinear lengths are calculated for P0 � 3 W.
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as FCD and dispersion (blue). In this paper we describe the
physical origin of these dynamics.

To elucidate the driving effects behind the temporal re-
gimes observed in Fig. 2, we quantify the strengths of the vari-
ous linear and nonlinear effects (GVD, TOD, Kerr, FCD)
using the associated length scales (LD, L 0

D, LNL, LFCD). Devices
longer than these length scales will exhibit the properties de-
scribed by these effects. For example, dispersive temporal
broadening of

ffiffiffi
2

p
T FWHM occurs when L � LD for Gaussian

pulses. The dispersion length LD � T 2
0∕jβ2j and TOD length

L 0
D � T 3

0∕jβ3j are linear effects with T 0 � T FWHM∕1.665
being the pulse duration for Gaussian pulses. The nonlinear
length LNL � 1∕�γP0� describes the strength of SPM [32].
The characteristic FCD length,

LFCD � 1

k0jnFCjρFCP2
0T 0

; (4)

is obtained by normalizing the GNLSE. Note that this length
scale is valid for free carriers generated by TPA, but can be
generalized to n-photon aborption. We show the derivation
of LFCD and a related FCA length scale in Supplement 1.
The strength of nonlinear effects (Kerr and TPA-
induced free carriers) depends on the effective intensity in
the waveguide, which in turn scales with the slow-down factor
S as described above.

In order to examine which physical mechanism is dominant
we compute ratios of the key effects at the wavelengths under
investigation. Figure 3 shows the scaling of these ratios as a
function of power for the 1543 nm case. Similar results occur
for the other wavelengths. We observe that the first ratio to
exceed the threshold is L∕LFCD. The ratio L∕LFCD indicates

the relative importance of nonlinear FCD over the propagation
length L with pulse conditions of L∕LFCD > 1 exhibiting sig-
nificant FCD effects such as frequency blue shift [15].

The next ratio to come into play is LNL∕LFCD, which rep-
resents the importance of SPM in relation to FCD. When
LNL∕LFCD > 1, the instantaneous phase shift induced by
the free carriers is larger than the Kerr-induced phase shift.
Note that LFCD scales inversely with P2

o for free carriers gen-
erated by TPA, while LNL scales with Po. We expect SPM to be
the dominant nonlinearity at lower powers, while FCD will
dominate at high powers due to its power-squared dependence
as shown in the plot. As dispersion is quite strong in this sys-
tem from both the large β2 and short pulse duration,
dispersion is the last effect overcome by nonlinear FCD. This
is shown by the ratio LD∕LFCD > 1, which indicates the im-
portance of FCD compared to GVD. The temporal broaden-
ing mechanism is tied directly to this ratio as we describe
below. It is clear that the nonlinear FCD effect ultimately
dominates in the system as we increase the input power.

Table 1 summarizes these values for the other wavelengths
we investigated. To illustrate the dynamics, we choose an in-
termediate power point (3 W), as higher power levels are all
dominated by FCD. Here we see that L∕LFCD is well above a
value of 1 in all cases, showing that FCD effects are quite
strong even at these modest power levels. Notice that at this
intermediate power, the free-carrier effects (LFCD) are stronger
than SPM (LNL) and on the order of LD for all wavelengths.
The last ratio in the table, LD∕L 0

D, reveals the significance of
the second- and third-order dispersion terms over the pulse
propagation. Despite being relatively small compared to LD,
later we show that L 0

D plays a role in the temporal dynamics.
The largest point of difference between the photonic crystal

employed here and nanowire (channel) waveguides is the rel-
ative strength of the dispersive and nonlinear effects. More spe-
cifically, the dispersion and nonlinear values in nanowire
waveguides are smaller than in PhC-wgs [4,33]. Despite these
differences, all of the ratios will eventually be dominated by
FCD, similar to the PhC-wg. The main difference is the order
in which the phenomena are overcome and the required pulse
durations and powers. Detailed analysis can be found in
Supplement 1. For the case in [33], we expect that significant
FCD temporal dynamics will be visible at peak powers slightly

Fig. 2. Frequency-resolved electrical gating (FREG) measurements.
(a) Experimental spectrograms at the input (waveguide bypassed) and
output for three different coupled peak powers at 1543 nm. The
cross-correlation delay is τ. (b) Measured pulse durations as a function
of coupled peak power for three different wavelengths. Color-shaded re-
gions indicate the dominant effect: dispersive broadening (GVD, red),
Kerr-induced narrowing (SPM, yellow), and free-carrier dispersion
broadening (FCD, blue).
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Fig. 3. Ratios of key physical length scales in silicon waveguides for the
1543 nm case. As LFCD and LNL are power dependent, we show the
relative balance of the characteristic length scales as a function of coupled
power. The other wavelengths exhibit similar behavior.
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beyond those reported there, which could be achieved with
improved insertion loss. Given that shorter pulse durations
of hundreds of femtoseconds are often used in nanowires,
the pulse energies are the same order of magnitude as those
used here for PhC-wgs.

With the physical length scales in mind, we return to
Fig. 2(b) and elucidate the dominant mechanism in each re-
gion. In the linear regime shaded red in Fig. 2(b), the GVD
dominates and the pulse experiences dispersive broadening
from its initial pulse duration of 1.3 ps to an output duration
scaling with β2. This significant broadening is due to the fact
that the dispersion lengths, LD (65, 62, and 86 μm for each of
the three wavelengths, respectively), are well below the length
of the 396 μm PhC-wg. Coherently with the dispersion curve
shown in Fig. 1(a), the wavelength with the largest GVD
parameter, i.e., 1543 nm with β2 � −10.1 ps2∕mm, broadens
the most, while 1545 nm, with β2 � −8.4 ps2∕mm, broadens
the least in the linear regime.

As the peak power coupled into the PhC-wg increases, the
pulse tends to narrow in time from its initially dispersion-
broadened state, as indicated by the yellow-shaded region in
Fig. 2(b). The temporal narrowing in this region is governed
by SPM-induced chirp interplaying with the anomalous
GVD-induced chirp. Note, however, that the observations
here are not higher-order soliton compression, as opposed to
our previous work [3]. In this case, the SPM is only beginning
to cancel the dispersive chirp.

For all wavelengths, there is a certain peak power threshold
from which the pulse experiences a significant temporal broad-
ening, as shown by the blue-shaded region of Fig. 2(b). The
power threshold relates to the relative significance of the free
carriers with respect to the GVD and sample length and occurs
at the point where both LD∕LFCD > 1 and L∕LFCD > 1. The
power threshold is different with each wavelength due to the
different sample parameters. Physically this nonlinear effect is a
direct consequence of the interplay of the anomalous GVD
and new blue components generated by FCD, as we will
discuss in detail in the next section.

5. TEMPORAL PULSE DYNAMICS DOMINATED
BY FREE-CARRIER NONLINEARITY IN SILICON

Figures 4(a) and 4(b) show the normalized intensity for several
input power levels in both the time and the frequency domains
for the 1543 nm case and the 1545 nm case. The pulse re-
trieved from the input spectrogram in Fig. 2(a) is used as
the simulation input. The red lines represent the retrieved ex-
perimental FREG pulses (time) or OSA traces (frequency).
Our GNLSE model, indicated by the blue lines, shows excel-
lent agreement with the spectral and temporal profiles of the
optical pulses. For all the wavelengths we examined, the pulse
consistently experiences a spectral blue shift and accelerates,
i.e., diminishes its time of flight, with increasing powers, as
clearly indicated in Figs. 4(a) and 4(b). The three previously
identified regimes of temporal propagation: dispersive broad-
ening, Kerr-effect narrowing, and free-carrier broadening are
noticeable in Figs. 4(a) and 4(b) using the same color code
as in Fig. 2(b).

As is known from past experiments, the spectral blue shift is
a direct consequence of FCD alone [15–17]. This results from
the time-dependent phase modulation induced by TPA-
generated free carriers: δωFC � − dϕFC

d t , where ϕFC �
konFCN c�z; t�. The inclusion of GVD induces only a small
perturbation to this trend in the frequency domain. In con-
trast, the temporal properties are dominated by the dynamic
interaction of FCD with dispersion. For example, the acceler-
ation of the pulse stems from the free-carrier generated blue
components traveling faster in time due to the strong anoma-
lous dispersion of the waveguide [3]. In this work we demon-
strate pulse temporal advances up to more than six times the
initial pulse duration T FWHM, notably larger than any prior
reported acceleration [34,35]. Apart from those known effects,
here we report a significant nonlinear pulse broadening asso-
ciated with the FCD-GVD interaction, which we now exam-
ine in detail.

Fig. 4. Temporal and spectral pulse profiles: experiment and model.
(a),(b) Normalized intensity in the time and frequency domains for
(a) 1543 nm and (b) 1545 nm. The red lines represent the experiment
and the solid blue lines the GNLSE simulations. Color-shaded regions
indicate the dominant effect: dispersive broadening (GVD, red),
Kerr-induced narrowing (SPM, yellow), and free-carrier dispersion
broadening (FCD, blue).
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Figures 5(a)–5(c) depict the experimental and GNLSE
modeled output values of T FWHM as a function of the coupled
peak power for the three different wavelengths. The pulse
broadens in time at least six times the initial T FWHM for all
cases. The strong agreement between the full model (black
solid lines) and experiments (markers) across the three cases
allows us to switch on and off each effect independently to
explain the origins of the observed pulse propagation behavior.
We focus on the 1545 nm case in Fig. 5(a), as it gives the
clearest presentation of these effects.

First, we focus our attention to the origin of temporal
broadening. When we turn the free-carrier effects off in the
model there is no broadening, but rather a continued narrow-
ing as shown by the black dashed lines. This is the expected
interaction for a pulse undergoing SPMwith anomalous GVD.
Importantly, we confirm that temporal broadening requires
both FCD and GVD. We confirm this by turning off only
the GVD and the TOD (red dotted–dashed line) and observ-
ing that the pulse does not experience significant broadening at
high powers. The marginal change in T FWHM is due to TPA.
We further verified that FCA has only a marginal impact for
our conditions by turning this off in the model. As this effect is

negligible we exclude this case on the plot for clarity. Switching
off TPA (not shown here for simplicity) would result in a nar-
rower pulse, since the SPM-induced chirp would not be
capped by this nonlinear absorption mechanism [17,19].
Turning off all effects except SPM, we recover the initial pulse
with no temporal changes (blue dotted line).

Examining these results in further detail, we observed phys-
ics particular to free carriers interacting with the TOD β3.
To our knowledge, this process has not been reported in
the literature. The purple dotted lines in Figs. 5(a)–5(c) re-
present the results of the pulse duration using our GNLSE
model neglecting the effect of TOD (β3 � 0). For positive
β3 (�1.1 ps3∕mm) in the case of 1541 nm, the absence of
TOD broadens the output pulse. Stated equivalently, the pos-
itive β3 acts counter to the anomalous FCD-GVD-induced
broadening. In the case of a large negative β3 (−2.57 ps3∕mm),
as in the 1545 nm case, the absence of TOD results in a nar-
rower pulse, thereby demonstrating negative β3 reinforces the
FCD-GVD broadening. The pulse shape is relatively un-
changed for the 1543 nm case.

We have also verified that β3 has a non-negligible impact on
the pulse temporal acceleration. Figure 6 shows the measured
(green dots) and simulated acceleration for 1545 nm. Notice
that the pulse acceleration is stronger with (solid black line)
than without TOD (dotted purpled line), from which we con-
clude that negative β3 causes larger values of free-carrier-
induced acceleration, once again supporting the combined
effect of FCD and negative β2. Two effects can potentially
contribute to this: intrapulse TOD broadening and the effec-
tive dispersion at the blue-shifted frequency. Intrapulse TOD
broadening plays a minor role here due to the relatively long
pulses. The effective dispersion β 0

2 can be understood by rec-
ognizing that TOD corresponds to the dispersion slope. The

Fig. 5. Nonlinear temporal dynamics in the silicon waveguide
FCD-GVD regime. (a)–(c) Pulse duration as a function of coupled peak
power for (a) 1545 nm, (b) 1541 nm, and (c) 1543 nm cases. The color
markers represent the experimental FREG measurements, the solid black
lines represent the full GNLSE simulation, the dashed black lines neglect
the free-carrier effects, the purple dotted lines neglect TOD, the red
dotted–dashed line neglects GVD and TOD, and the blue dotted line
neglects all effects except for SPM.

Fig. 6. Pulse acceleration for the 1545 nm case. We show the
experimental FREG measurements (colored markers), the full GNLSE
simulation (solid black line), free-carrier effects off (dashed black line),
TOD off (purple dotted line), and positive β2 with the remaining param-
eters from the full simulation (turquoise dot-dashed line).
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blue-shifted pulses thus experience the effective dispersion
β 0
2 � β2 � β3ΔωFC [32]. At 1545 nm and P0 � 6 W, the

β3ΔωFC product increases by up to −5.5 ps2∕mm for the
maximum blue shift of 0.34 THz. This effect contributes addi-
tional pulse acceleration as it is the same order and sign as β2. It
can be seen from β 0

2 that if the sign of TOD was opposite to
GVD, it would instead reduce the effective dispersion and thus
acceleration.

Though not experimentally demonstrated here, FCD
coupled with normal dispersion (β2 > 0) would yield pulse de-
lay and pure temporal broadening of T FWHM while retaining a
spectral blue shift. This case (still with negative β3) is shown as
the turquoise dot-dashed line in Fig. 6 with evident pulse delay.

6. FUTURE DIRECTIONS

In this section, we consider the implications of these results
from a practical perspective. Silicon waveguides are expected to
play a key role as optical interconnects in future integrated
opto-electronic chips [36]. Concretely, signal processing of
dense optical channels confined to subwavelength waveguides
will inevitably trigger nonlinear effects and require mitigation
akin to the nonlinear Shannon limit in fiber optic telecommu-
nications networks [37]. The nonlinear temporal broadening
mechanism due to FCD-GVD presented here will certainly
need to be taken into account in future on-chip photonic
networks.

While TPA is intrinsically linked to the band gap of silicon
(Eg � 1.1 eV), and therefore unavoidable, there are a number
of proposed strategies for controlling the free carriers. Some
examples include the use of reversed p-i-n junctions to sweep
the carriers out of the waveguide [38], the modification of the
waveguide fabrication process to minimize the carrier lifetime
[39], or the use of short (femtosecond) pulses [40]. Notably,
other demonstrations harness p-i-n junctions to inject carriers
into the optical mode for modulation [36,41,42], regeneration
[43], and detection [44].

These experiments reveal a new approach to control the
free-carrier effects with dispersion engineering. In particular
the combination of the group index (ng ) and the GVD param-
eter (β2) determines the power threshold at which the FC ef-
fects start dominating the temporal dynamics. Further, TOD
(β3) becomes an instrument to counteract or support these FC
effects in silicon waveguides. This is in analogy with the work
presented in [45], where dispersive radiation was used to cancel
the most significant higher-order nonlinearity in glass, the
Raman effect. Here we control the most significant higher-
order nonlinearity in semiconductors, the free-carrier effects.
More complex temporal dynamics (T FWHM and acceleration)
are possible when dispersion profiles with similar amplitudes of
β2 and β3 (LD∕L 0

D ∼ 1) and mixed signs are considered. The
new insight presented here provides a powerful control mecha-
nism for free-carrier temporal effects in silicon devices simply
by designing the waveguide.

7. CONCLUSION

By making use of an ultrasensitive FREG technique we exam-
ined the nonlinear pulse dynamics of subpicojoule pulses in

nanostructured silicon waveguides directly in the time domain.
Importantly, the unique ability to independently tune the
dispersion and nonlinearity in our PhC-wg enabled our sys-
tematic investigation into different strengths of linear and non-
linear effects, which would be challenging in other media.
In particular, we experimentally demonstrated free-carrier-
induced temporal broadening of picosecond pulses. The
temporal broadening stems from the combination of nonlin-
ear-induced FCD combined with GVD. We further examined
the role of β3 with the conclusion that positive values of the
TOD parameter, β3 > 0, counteract the effects of free carriers
in anomalous dispersion media, whereas β3 < 0 reinforces
them. These results were supported by strong agreement with
a numerical GNLSE model. The physics unveiled in this paper
provide further insight into the role of free carriers in nonlinear
pulse propagation in silicon and means to control their effects.
These realizations could be key to the development of optical
interconnects and data processing in integrated CMOS opto-
electronic chips.
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Sufficient light–matter interactions are important for
waveguide-coupled graphene optoelectronic devices.
Subwavelength-diameter microfibers (MFs) with a
strong evanescent field are attractive for graphene inte-
gration in fiber optics system, which can be realized by
covering or wrapping a graphene sheet on a straight and
thin MF. However, it is challenging to handle such a
thin MF and graphene for sufficient length and strength
of interaction. Using an MF-based lab-on-a-rod tech-
nique, we present a platform for ultralong light–
graphene interaction and design graphene-integrated
helical MF devices. Using this approach, we experimen-
tally demonstrate polarization manipulation by wrap-
ping an MF on a rod pretreated with a graphene
sheet. The device can operate as not only a broadband
polarizer but also a high-Q single-polarization resonator
by tuning the geometry of MF coils. By specializing the
rod surface and coil geometry, we believe the platform
could contribute to advancing the research for more
graphene–MF-integrated devices including modulators
and photodetectors. © 2014 Optical Society of America

OCIS codes: (060.2310) Fiber optics; (060.2340) Fiber optics compo-

nents; (060.2420) Fibers, polarization-maintaining; (060.2370) Fiber

optics sensors.

http://dx.doi.org/10.1364/OPTICA.1.000307

Since the discovery of graphene, the optical properties of two-
dimensional Dirac fermions have been studied extensively
[1,2]. By utilizing properties such as linear optical absorption,
saturable absorption, and the tunability of chemical potential

through doping or electrical gating, various broadband appli-
cations [3], such as modulators [4,5], photon detectors [6,7],
polarizers [8], and mode-lock lasers [9,10], have been realized.
Most practical applications require graphene to be integrated
with existing photonic technology to attain sufficient interac-
tion lengths between the graphene and optical field because the
interaction length is limited by the thickness of graphene for
normal incident light in conventional free-space optical sys-
tems. This integration can be readily achieved by transferring
and laminating graphene on top of waveguides [11]. In fiber
optics systems, side-polishing or flame-drawing techniques are
employed to obtain D-shaped fibers or microfibers (MFs)
[8,12], which provide an accessible evanescent field. In par-
ticular, MFs with a strong evanescent fields have attracted in-
creasing attention. Hybrid graphene–microfiber (GMF)
devices can be fabricated by covering or wrapping a graphene
sheet on a straight, thin MF [13]. However, it is still challeng-
ing to handle such a thin MF–graphene structure for sufficient
lengths and strengths of interaction. Here, relying on the
MF-based lab-on-a-rod technique, we present an alternative
approach to integrate GMF devices by wrapping an MF on
a graphene-coated rod, schematically shown in Fig. 1. Imple-
mentation of the approach is simple and efficient because the
process only involves coating a small piece of graphene onto a
rod. While maintaining a strong evanescent field, the GMF
interaction length can, in theory, be increased arbitrarily with
a helical structure of multicoils. Another unique advantage is
the possible formation of resonators with strong coupling be-
tween adjacent coils through adjustment of the spring pitches.
The approach provides new opportunities for elaboration of
stereo GMF-integrated devices. Various all-fiber graphene de-
vices are expected to be developed by employing such a flexible
platform; such devices include electrical or optical modulators,
photon detectors, and polarization controlling components
(PCCs). In this work, we show the platform’s application
to broadband polarization manipulation.
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Polarization behavior has a profound impact on the perfor-
mance of optical-fiber devices and systems [8,14]. To imple-
ment optical-fiber devices in practical applications, control
and manipulation of the polarization state of light is highly
desirable. All-fiber PCCs are more attractive because manipu-
lating free-space PCCs during collimating, aligning, and (re)
focusing is time consuming and labor intensive. However,
conventional-fiber PCCs have to be carefully kept as straight
as possible to prevent additional birefringence. This requires
splicing or connecting and careful assembly as well as align-
ment to achieve the desired optical performance. It is also
difficult to coil conventional-fiber PCCs well and form a
single-polarization microresonator. Moreover, miniaturization
of devices is important for large scale. One of the
apparent advantages of our device is the compact footprint
attributed to its coil configuration, which employs the stereo
structure. Recently, we demonstrated a broadband single-
polarization resonator based on a silver-film configuration
[15]. Here, we take one step forward by mating MF with a
2D graphene sheet, which interacts strongly with an in-plane
lightwave. Meanwhile, due to the unique dispersion property
of graphene, the stereo device in this Letter exhibits intriguing
results that are not likely to be expected in the silver-film de-
vices due to the tremendous difference in the fabrication
method and polarization behavior. In particular, the extinction
ratio (ER) is intensity dependent because of the special absorp-
tion properties of graphene.

In this study, a stereo GMF-integrated platform and the so-
called wrap-on-a-rod technique are used to enable the integra-
tion and miniaturization of multifunctional GMF PCCs. The
key to the technique lies in the graphene specialization of the
rod’s surface, which interacts strongly with the evanescent field
propagating outside the MF. By adjusting the neighboring
distance of the coils, a compact in-line polarizer or high-Q
single-polarization resonator can be obtained. This stereo
graphene-integrated resonator with unique 3D geometry elim-
inates the requirement of separate couplers, which makes the
resonator especially attractive for special applications, such as

gyroscopes and current sensors. This preliminary work could
lay the foundation for future lab-on-a-rod GMF devices.

Figure 1 is a schematic of the GMF in-line polarizer (GMF-
IP) or GMF single-polarization resonator (GMF-SR). The
only difference between these lies in the distance (d, as labeled
in Fig. 1) between neighboring coils. To prevent the loss in-
duced by the relatively high-index rod (polymethyl methacry-
late or PMMA, diameter is ∼2 mm), a thin layer of low-index
Teflon (Teflon AF 601S1-100-6, DuPont, tens of microme-
ters in thickness, index is ∼1.31) was initially dip-coated on
the rod surface. A monolayer graphene sheet (ACS Material)
grown by chemical vapor deposition (CVD) was then mechan-
ically transferred onto the surface of the Teflon coating. The
length of the graphene sheet was carefully tailored so that it
could be wrapped around the rod such that the opposite edges
meet at the same line and do not overlap. Finally, an MF
(∼3 μm in diameter) was tightly wrapped on the graphene
sheet supported by the rod.

The broken symmetry with respect to the local y � 0 plane
causes the nondegeneracy of the two fundamental modes in
this hybrid structure. Here, we define the mode with the dom-
inant electric field component in the x direction (Ex) as an even
mode because Ex is symmetric to the mirror plane (x � 0
plane, perpendicular to the local graphene plane). The other
mode, mainly polarized in the y direction, is considered an
odd mode. Because of the large evanescent field of the MF,
a fraction of the light field penetrates the ambient environ-
ment, including the graphene sheet. For intrinsic or slightly
doped graphene �jμj < hω∕4π�, an inter band transition
dominates the high-frequency dynamic conductivity within
the range from visible to infrared (IR) [3]. Thus, the existence
of the graphene sheet contributes to the losses in different
modes, causing the device to exhibit a contrasting ER.

We first studied the optical transmission properties of the
GMF-IP, in which a distance (tens of micrometers) was main-
tained between different coils of the MF to prevent mutual
coupling [16]. The ER was experimentally measured in the
near IR (NIR) range, from 1200 to 1650 nm. We chose this
range because many high-order modes appear below 1200 nm,
and the broadband light source (SuperK Versa, NKT) termi-
nates near 1650 nm. By incorporating a linear polarizer
followed by a half-wave plate between the source and the
device, the polarization state of the incident light can be con-
trolled by rotating the plate. As clearly shown in Fig. 2, maxi-
mum transmission is achieved at θ � 90°, in which case the
odd mode is excited, whereas minimum transmission occurs at
θ � 0°. The device with a one-coil structure (meaning that the
MF is in contact with the graphene sheet over ∼6.3 mm) gives
an ER of ∼5 dB at 1310 nm and ∼8 dB at 1550 nm. As the
operating wavelength increases, the ER increases; this phe-
nomenon will be explained below. To further increase ER,
a longer MF was employed to form a two-coil [Fig. 3(a)] or
multicoil structure. As expected, ER nearly doubled when
the contact between the MF and graphene was lengthened
to ∼12.6 mm. We note a dip in the output spectrum around
1380 nm, which is possibly caused by the absorption loss of
the extra OH groups released during hydrogen flame heating
[17]. A control experiment was also performed on an MF

Fig. 1. Schematic of a graphene-based MF in-line polarizer with a
two-coil structure. The rod’s diameter is hundreds of times larger than
that of the MF. The GMF interaction length can be extended nearly
indefinitely on a small piece of graphene by increasing the number of
helical turns. R, radius of the rod; r, radius of the MF; θ, angle between
the incident polarization direction and the x axis. Two sets of local co-
ordinates are shown, one at the input and the other in the middle. The
dominant component of the electric field for the even and odd modes is
polarized in the x and y directions, respectively.
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wrapped on a rod pretreated only with Teflon coating, without
a graphene sheet. The results show no evident polarizing effect.

When adjacent coils of the MF are sufficiently close, they
form a high-Q resonator [18]. We carefully wrapped two MF
coils onto the graphene-coated rodwith the help of amicroscope
to ensure that the coils were close to each other, as illustrated
in Fig. 3(b). The transmission spectra of GMF-SR for two
orthogonal modes (even and odd) are shown in Fig. 4. They
clearly differ in output power because themodes suffer from dif-
ferent propagation losses. From Fig. 4(b), we find that around
the telecommunicationwavelength of 1550 nm, the free spectral
range (FSR) and full width at half-maximum (FWHM) are ap-
proximately 0.23 nm and 0.08 nm, respectively, indicating that
the Q-factor approaches 2 × 104. The difference in output
power between the dips of the two modes is ∼11 dB, from
which we conclude that the device could work as a single-polari-
zation resonator. In this manner, mutual coupling between dif-
ferent modes could be well suppressed, which is especially
attractive for certain specialized applications such as gyroscopes
and current sensors. This functionality cannot be realized in a
one-dimensional fiber system. The ER could be further im-
proved if the MFs are drawn into even thinner structures.

To confirm the experimental results, we theoretically ana-
lyzed the mode losses. In our simulations, the ultrathin gra-
phene sheet was treated as a 1-nm-thick dielectric layer.
The relative permittivity of graphene was obtained using the

relation ε � 1� iσ∕ε0ωd, where σ is the dynamical conduc-
tivity determined from the Kubo formula, ε0 is the permittivity
of vacuum, and ω is the operating frequency [3]. The theo-
retical ER was obtained via �αeven − αodd�LMF, with αi
(i � even or odd) being the attenuation constant of each mode
and LMF being the length of the MF in contact with the gra-
phene sheet. αi can be readily obtained from the imaginary
part of the propagation constants solved by the finite element
method. Figure 5(a) displays the results of ER versus operating
wavelength for GMF-IP. The trend of the experimental results
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Fig. 2. Output power as a function of θ at 1310 and 1550 nm for (a) a
one-coil structure and (b) a two-coil structure. The data were recorded by
rotating the half-wave plate in 7.5° increments. Wavelength-dependent
output power for (c) one-coil structure and (d) a two-coil structure. The
black (red) line represents the data at θ � 0° (90°).

Fig. 3. (a) Optical microscope image of a two-coil MF wrapped on a
rod pretreated with Teflon coating and a graphene sheet. (b) Scanning
electron microscope image of two coils close to each other.
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Fig. 4. (a) Transmission spectrum of the graphene-based resonator for
two orthogonal modes. (b) Detailed expansion of the spectrum at around
1550 nm.
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Fig. 5. (a) Experimental and theoretical results of ER for GMF-IP.
(b) Calculated time-averaged power flow ratio for power carried by
the graphene sheet as a function of wavelength.
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follows that of the theory at high frequencies. However, mis-
match appears at wavelengths below 1300 nm. This mismatch
can be attributed to the contribution of high-order modes and
the nonuniformity of MFs, both of which are neglected in our
calculation. Moreover, ER increases with the wavelength,
which is also observed in Ref. [8]. Another calculation was per-
formed to obtain the time-averaged power flow ratio in the
graphene layer (ηgraphene), shown in Fig. 5(b). For the even
mode, we clearly see that as the wavelength increases,
ηgraphene increases. For the odd mode, however, ηgraphene re-
mains constant over the 450 nm wavelength range. Because
the graphene sheet is a lossy medium, more energy will be
attenuated when ηgraphene is high. This explains the increasing
tendency of ER in Fig. 5(a).

For GMF-SR, the transmission spectrum of each mode can
be obtained (Fig. 6) through the following equation, which
incorporates loss [19]:

T i�
e−4πRβ2;i�sin2�2πRκi�−2sin�2πRβ1;i�sin�2πRκi�e−2πRβ2;i
e4πRβ2;i�sin2�2πRκi�−2sin�2πRβ1;i�sin�2πRκi�e2πRβ2;i

;

(1)

where β1;i and β2;i are the real and imaginary parts of the com-
plex propagation constant, respectively, R is the radius of the
rod, and κi is the coupling coefficient for the corresponding
mode. Here, a semi-theoretical method was employed. β1;i
and β2;i were calculated by the finite element method, while
2πRκeven � 0.15 and 2πRκodd � 1.0 were chosen to fit the ex-
perimental results. These values of κi were selected on the basis
of two aspects. On one hand, κi is dependent on polarization.
On the other hand, κi is difficult to predict because it is sensitive
to both the distance between neighboring coils and the MF ra-
dius. In the fitting, the insertion loss (Ii) of different modes
resulting from coupling, connection, scattering, and bending
was not included. The calculated FSR was ∼0.25 nm, which
is close to the experimentally observed value (∼0.23 nm). The
even mode exhibits a lower transmission than the odd mode
because, in the even mode, the electric field, mainly polarized
in the x direction, interacts more with the graphene sheet.

In conclusion, we have presented a new platform for minia-
turizing GMF-integrated stereo devices. The unique geometry
practically enables multiple light–graphene interaction lengths
on a small piece of graphene, and the realization of a number of
GMF broadband devices, including microresonators. As an

example, we demonstrated the in-line manipulation of polari-
zation with GMF-integrated devices. First, a GMF-IP was
shown to achieve an ER of 8 dB/coil. By employing a two-coil
structure, an ER as high as ∼16 dB was obtained over a
450 nm bandwidth in the telecommunication wavelength
range. Second, we took a step toward the realization of a
high-Q graphene-based SR with excellent suppression of polari-
zation noise and used a semi-empirical model to explain the
results. Similar results are expected with the use of RGB fibers
in the visible range and endless single-mode photonic crystal
fibers over the visible to NIR range. Moreover, our design also
gives insights into the realization of future lab-on-a-rod devices
and provides the general recipe for optoelectrical applications
on the integration of MFs with the fast rising 2D materials,
including graphene and transition metal dichalcogenide.
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Compact optical frequency comb sources with gigahertz
repetition rates are desirable for a number of important
applications including arbitrary optical waveform gen-
eration and direct comb spectroscopy. We report the
generation of phase-locked, gigahertz repetition rate
optical frequency combs in a chalcogenide photonic
chip. The combs are formed via the interplay of stimu-
lated Brillouin scattering and Kerr-nonlinear four-wave
mixing in an on-chip Fabry–Perot waveguide resonator
incorporating a Bragg grating. Phase-locking of the
comb is confirmed with real-time measurements, and a
chirp of the comb repetition rate within the pump pulse
was observed. These results represent a significant step
towards the realization of integrated optical frequency
comb sources with gigahertz repetition rates. © 2014

Optical Society of America
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Compact optical frequency comb sources with gigahertz rep-
etition rates have applications ranging from arbitrary optical
waveform generation [1] and direct comb spectroscopy [2]
to advanced telecommunications. In practice, however, such
sources are difficult to achieve: conventional passively mode-
locked lasers have repetition rates on the order of 10–100MHz
[3], whereas most Kerr combs generated in microresonators
have repetition rates on the order of terahertz [1,4]. The non-
linear optical process of stimulated Brillouin scattering (SBS)
enables the generation of highly coherent gigahertz-frequency

shifted waves [5]. It is based on inelastic scattering on acoustic
phonons, leading to the generation of Stokes waves, which are
Doppler shifted by the acoustic resonance frequency
(νB ∼ 7–11 GHz for most glasses).

In the presence of cavity feedback, the threshold of SBS is
reduced and SBS can be cascaded, leading to the formation of
Brillouin frequency combs (BFCs) with a comb line spacing
equal to the Brillouin frequency shift νB [6–11]. In contrast
to both passively mode-locked lasers and Kerr combs generated
in microresonators, the frequency spacing of BFCs is deter-
mined by the acoustic properties of the medium and is inde-
pendent of the resonator dimensions.

Phase-locking of the spectral components of BFCs is re-
quired for most applications. The SBS process, however,
does not provide a mechanism for phase-locking. Recently,
phase-locked generation of BFCs in a Fabry–Perot (FP) fiber
resonator was reported [12]. The phase-locking mechanism
was attributed to Kerr-nonlinear four-wave mixing (FWM).
Due to the long resonator length (38 cm), however, the
demonstrated device was very sensitive to environmental fluc-
tuation, limiting its performance. Furthermore, the fiber-based
resonator is not compatible with integration of other function-
alities such as on-chip lasers [13].

Here, we report for the first time to our knowledge chip-
based generation of phase-locked BFCs. The BFCs were gen-
erated in a novel configuration consisting of a low-finesse FP
resonator incorporating an on-chip Bragg grating. The FP res-
onator was formed by the facet reflections of a 6.5 cm long
As2S3 chalcogenide glass [14] rib waveguide. Enhancement
of nonlinear interactions by the Bragg grating was essential
for the comb generation, due to the small feedback from
the facets. Phase-locking of the comb was confirmed by
real-time measurements. The RF spectrum of the BFC was
analyzed, revealing a chirp (130 kHz∕ns) of the comb repeti-
tion rate within the pump pulse without loss of phase-locking.

Figure 1(a) illustrates the generation of phase-locked BFCs
in FP resonators. The frequency combs are generated via the
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interplay of SBS of counterpropagating and FWM of copro-
pagating comb components. Initially, a narrow band optical
pump with frequency ν0 is coupled into the resonator. If
the pump power is above a certain threshold value, it can excite
the first-order Stokes wave via SBS at frequency ν−1 � ν0 − νB
(at longer wavelength). This initial frequency shift determines
the repetition rate of the comb. Copropagating pump and first-
order Stokes waves can then generate anti-Stokes waves (j > 0)
and higher-order Stokes waves (j < −1) via FWM at frequen-
cies νj � ν0 � jνB, where j is an integer [6]. These newly gen-
erated frequencies are also coupled by SBS since they inherit
the initial frequency shift of the Stokes wave νB.

SBS by itself would not lead to phase-locking of BFCs as it
only couples adjacent comb components and is independent of
the spectral phase [12,15]. Unequally spaced frequency com-
ponents would also be expected in the absence of an additional
nonlinear effect than SBS. The comb frequency components
have a linewidth much narrower than the Brillouin gain band-
width [16] ΔνB ∼ 15–80 MHz due to cavity feedback [17],
and their exact frequencies are individually subject to fre-
quency pulling arising from the interplay of gain, cavity reso-
nances, and nonlinear phase shifts [12,15]. On the other hand,
FWM is sensitive to the spectral phase [1,18], and the contri-
bution of FWM can lead to equally spaced, phase-locked BFCs
with deterministic spectral phases [12].

A schematic of the configuration used to generate and char-
acterize chip-based BFCs is shown in Fig. 1(b). Polarized, quasi-
continuous-wave (quasi-CW) pump light at λ � 1551 nm
consisting of 300 ns long square pulses at 20 kHz repetition
rate was used. A trace of one input pulse observed with an
oscilloscope is shown in Fig. 1(b). The linewidth of the input
light was estimated to be∼3 MHz determined by the temporal
pulse length. The FP waveguide resonator used as a BFC
resonator was a L � 6.5 cm long As2S3 chalcogenide rib wave-
guide [10,17,19] with cross-sectional dimensions of 3 μm ×
850 nm and an effective optical mode area of 1.725 μm2. The
waveguidewas fabricated as described in [19]with the exception
that the upper cladding was made out of polytetrafluoroethy-
lene. The propagation loss of the waveguide was estimated to
be about 0.3 dB∕cm [19]. A low-Q resonator with free spectral
range (FSR) of 886MHzwas formed due to the refractive index
step fromAs2S3 (n � 2.4) to air. Thewaveguide facets provided
a reflectivity of∼17%. In As2S3, the Kerr nonlinearity and SBS

are strong due to a large nonlinear index [14] n2 � 3.0 ×
10−18 m2∕W and a large Brillouin gain [16] gB � 0.715 ×
10−9 m∕W. The light was coupled in and out of the waveguide
using lensed silica fibers.

A polarization controller before the chip was used to ensure
the excitation of only one polarization mode of the waveguide.
The output light was characterized in the spectral domain with
an optical spectrum analyzer (OSA) and in the time domain
with a photodiode connected to an oscilloscope, which allowed
real-time analysis of the output signal.

The cascaded SBS process was additionally enhanced by a
“Hill-type” Bragg grating written into the waveguide prior to
the experiment [20,21]. The grating was located close to the
input facet and had an estimated length of 6 mm. The pump
wavelength was tuned such that the first- and second-order
Stokes waves coincided with a band edge and a grating reso-
nance, respectively. Higher-order Stokes, pump, and anti-
Stokes waves did not experience feedback from the grating.

The spectrum of the input light shown in Fig. 2(a) consisted
of a single line at the pumpwavelength. The observed linewidth
in Fig. 2(a) is determined by the resolution of the OSA.
Figure 2(b) shows the normalized transmission spectrum of the
Bragg grating. Figure 2(c) presents optical output spectra for
∼2 W coupled peak power. The solid blue line shows the
BFC obtained with the grating enhancement. It exhibits four
orders of Stokes waves (1S–4S) at longer wavelengths and three
orders of anti-Stokes waves at shorter wavelengths (1AS–3AS).
The wavelength spacing between the waves is Δλ � 60 pm,
which corresponds to a Brillouin frequency shift of νB �
cΔλ∕λ2 � 7.5 GHz, where c is the vacuum speed of light.
For comparison, the red dotted line in Fig. 2(c) shows the out-
put spectrum observed for the same input power but without
the Bragg grating. In this case, only weak first-order Stokes and
first-order anti-Stokes waves were generated.

The grating-enhanced BFC generated in the resonator was
characterized by recording the traces of 110 consecutive quasi-
CW output pulses in real time within a time interval of 5 ms.
Figure 3(a) shows every tenth trace of this measurement. Each

Fig. 1. (a) Illustration of BFC generation via the interplay of SBS and
Kerr-nonlinear FWM (P, pump laser). (b) Schematic of the experiment.
OSA, optical spectrum analyzer; PD, photodiode; RT-Scope, real-time
oscilloscope.

Fig. 2. Spectral measurements. (a) Input pump light (P) coupled into
the resonator. (b) Normalized transmission spectrum of the Bragg gra-
ting. (c) Output spectra: with grating enhancement (solid blue line)
revealing several Stokes waves (1S–4S) and anti-Stokes waves (1AS–3AS),
and without grating enhancement (red dotted line). (a) and (c) were mea-
sured with an OSA (resolution ∼10 pm), and (b) was measured with a
swept wavelength system (resolution ∼1.3 pm).
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of the traces exhibited very similar temporal behavior: after
about 20 ns, a rapidly oscillating interference signal was ob-
served, which was not resolved in Fig. 3(a). This oscillation
arises from the interference between the pump and the gener-
ated Stokes and anti-Stokes waves. After about 35 ns the dy-
namic interaction between the comb components seems to
reach a steady state, resulting in an interference signal with a
constant envelope. Figures 3(b)I and 3(b)II show 1 ns long
zoomed-in sections of the interference at 70 and 280 ns,
respectively. In Figs. 3(b)I and 3(b)II the traces of all 11 mea-
surements presented in Fig. 3(a) are shown in the same plot in
order to illustrate their similarity. We can see that the 11 in-
dependent measurements exhibit the same interference pat-
tern, which is stable over the quasi-CW pulse length.

To understand the implications of this result we consider the
spectral phase of theBFC.The complex electric fields of the indi-
vidual comb components can be written in the form Ej�t� ∝
exp�i�ϕj�t� − 2πνjt��, where ϕj are phase offsets of the spectral
components. The measured interference signal is independent
of a constant offset of all phasesϕj. A linear change of the spectral
phase corresponds to the shift in time [1,18]. The shape of the
interference signal is determined by the phase dispersion
ΔΔϕj�t� � ϕj−1 � ϕj�1 − 2ϕj.

A stable interference pattern in the time domain requires
phase-locking of the spectral components, i.e.,

d
dt

ΔΔϕj�t� � 0: (1)

The stable and deterministic interference signal of the BFC
shown in Figs. 3(a) and 3(b) indicates that the pump, Stokes,
and anti-Stokes waves attained the same phase-locked steady
state with identical spectral phases (same values of ΔΔϕj)
for all independent measurements. Coherent coupling of more
than two adjacent comb components to a single acoustic wave
is expected to be negligible since the corresponding inter-
actions are not phase-matched and have coherence lengths
<1 cm [12]. We therefore believe that FWM of copropagating
waves provides the phase-locking mechanism.

Recording the interference signal with real-time measure-
ments allows the analysis of its RF spectrum via fast Fourier
transform (FFT). Figure 4(a) shows the RF power spectrum
(squared FFT magnitude) of one of the traces shown in

Fig. 3(a). We can identify the beat notes of the comb compo-
nents at multiple integer values of the Brillouin frequency shift
nνB (n � 1…4). A phase-locked frequency comb has narrow
linewidth RF-beat notes that are equally spaced. The resolution
bandwidth of the measurement in our case is limited by the
length of the 300 ns pulses, i.e., ∼3 MHz. Equally spaced
RF-beat notes of ∼3 MHz bandwidth would therefore be ex-
pected. However, we observed beat notes in the experiment
[Fig. 4(a)] that were much broader. For example, the beat note
at the frequency νB � 7.5 GHz has a linewidth of ∼40 MHz.

To understand the origin of this broadening we performed a
FFT of four consecutive, 70 ns long, time intervals of one
300 ns long pulse shown in Fig. 3(a). Figure 4(b) shows
zoomed-in sections of the RF spectra around νB and 2νB .
The four traces shown in both plots correspond to the RF spec-
tra obtained for the consecutive 70 ns long time intervals cen-
tered around 55 ns, 125 ns, 195 ns, and 265 ns, respectively.
Figure 4(b) explains why the phase-locked BFC exhibits broad
beat notes in the RF spectrum [Fig. 4(a)]. The bandwidths of
the beat notes within the consecutive intervals in Fig. 4(b) are
resolution limited; however, the beat frequency at νB drifts
within the 300 ns pulses by about 40 MHz towards higher fre-
quency. At the same time the beat notes at nνB experience n
times the frequency shift, which is shown for the RF frequency
2νB in Fig. 4(b). In other words, the RF-beat notes are narrow
and equally spaced, but the repetition rate of the comb is
chirped by about 130 kHz∕ns. The observation of a single beat
at 7.5 GHz and the fact that the RF-beat notes at νB, 2νB, 3νB ,
and 4νB remain exactly equally spaced despite the chirp addi-
tionally demonstrate phase-locking of the comb, i.e., that
Eq. (1) is fulfilled. We observed the same drift of the repetition
rate for all 110 recorded traces with the same initial and final
repetition rates of the comb.

We believe that the increase of repetition rate is caused by a
red-shift of the FP resonances, which leads to an increase in the
Stokes wavelength due to frequency pulling [15]. A red-shift of
the FP resonances is caused by an increase of the optical round-
trip path length (Δ�2nL� > 0). We exclude the Kerr effect as
the possible cause since the total power in the cavity is not in-
creasing. The effect causing the shift seems to be accumulative

Fig. 3. Temporal measurements of the BFC (sampling rate, 80 GSa∕s;
bandwidth, 33 GHz). (a) Eleven output pulses generated by coupling
eleven 300 ns input pump pulses into the waveguide with 0.5 ms delay.
(b) 1 ns long zoomed-in section at 70 and 280 ns of all 11 traces shown in
(a) (the traces have been shifted in time for better visibility).

Fig. 4. RF spectra of the BFC obtained via FFT of the temporal mea-
surement shown Fig. 3. (a) RF spectrum of one entire quasi-CW output
pulse. (b) Zoomed-in sections at νB and 2νB of RF spectra of 70 ns long
intervals of one quasi-CW output pulse centered around 55 ns (black,
squares), 125 ns (red, dots), 195 ns (blue triangles pointing up), and
265 ns (magenta, triangles pointing down), illustrating the increase of
the comb repetition rate on a nanosecond time scale.
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within the 300 ns pulses and reversible within 50 μs, which is
the time separation between consecutive pulses.

Local heating of the waveguide is one possible explanation
for an increase of the optical path length. Neglecting heat dis-
sipation, the heating of the waveguide by one quasi-CW pulse
can be estimated with

ΔT � P�1 − e−αL�Δt
V ρcm

� 0.16 K; (2)

where P � 2 W is the coupled power, Δt � 300 ns is the
pulse duration, and V is the volume of the waveguide. The
parameters ρ � 3.2 g∕cm3, cm � 0.456 J∕�gK�, and α �
0.01 cm−1 are the density, the specific heat, and the bulk
material absorption coefficient of As2S3, respectively [22]. This
leads to a change of the accumulated roundtrip phase of

Δϕ � 2π

λ
× 2

�
n
∂L
∂T

� L
∂n
∂T

�
ΔT � 1.7π; (3)

where ∂L∕∂T � LαL is the temperature-dependent expansion
of the waveguide, αL � 21.49 × 10−6 K−1 is the expansion co-
efficient, and ∂n∕∂T � 9 × 10−6 is the refractive index change
with temperature at 1550 nm [22,23]. A phase shift Δϕ of 2π
corresponds to a shift of the FP resonances by one FSR. The
calculated estimate of the phase shift Δϕ � 1.7π shows that
local heating could lead to a significant shift of the FP reso-
nances and therefore the comb repetition rate. Another pos-
sible explanation for the frequency drift is a photosensitive
refractive index change on a nanosecond time scale, which
is reversed between the quasi-CW pulses [24].

In a previous experiment that demonstrated the generation
of phase-locked BFCs in a 38 cm long FP chalcogenide fiber
resonator, a change of the repetition rate within 500 ns long
quasi-CW pulses was not observed [12]. In the fiber experi-
ment, the effects of local heating are expected to be much
smaller compared to the chip, and the maximum phase drift
is estimated to be Δϕ � 0.4π [using the parameters from
[12] with Eqs. (2) and (3)]. The smaller FSR of the fiber cavity
additionally reduces the frequency pulling [15]. Photosensitivity
is also less pronounced in drawn chalcogenide fibers compared
to thin films made with vapor deposition as used for the chips.

In summary, we temporally characterized a quasi-CW BFC
generated by cascaded SBS. The BFC was generated in a FP
waveguide resonator on a photonic chip. Real-time measure-
ments demonstrate phase-locking of the comb components. In
contrast to previous fiber-based work, the comb generation was
enabled by an on-chip Bragg grating, which enhanced the non-
linear interactions between the comb components. Further-
more, we utilized the real-time measurements to study the
RF spectrum of the BFC, which revealed a novel phenomenon
for frequency combs generated by quasi-CW pumping: a chirp
(130 kHz/ns) of the comb repetition rate without the loss of
phase-locking.

In the future, we will investigate generation of BFCs in on-
chiphigh-finesse resonators. InCWconfigurations the observed
frequency drift is expected to stabilize. Besides beingmore com-
pact than a fiber cavity [12], generating BFCs on chip has also
proven to be much more robust to environmental fluctuations

due to the much shorter resonator length. Photolithographic
fabrication will allow construction of a large number of wave-
guides with precise control over the resonator length, which
is crucial in the case of high-finesse resonators. Furthermore,
by combining these nonlinear waveguide resonators with the
rapidly developing technology of on-chip lasers [13], a gigahertz
repetition rate source could be realized in a completely inte-
grated package.Due to the transparency of chalcogenide glasses,
this technology could also be used to generate high repetition
rate optical frequency comb sources atmid-infraredwavelengths
(3–10 μm) relevant for direct comb spectroscopy and sensing.
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Two-octave-spanning precision dispersive mirror systems are demonstrated, providing a new enabling
technology for pulse-energy and bandwidth scaling of sub-cycle optical waveform synthesizers. We propose
and characterize new dispersion management schemes with advanced dielectric coating designs. Based on an
analytic dual adiabatic matching structure, we implement a chirped dichroic mirror, to efficiently optimize
the beam combining from different spectra, and a double-chirped mirror pair, to avoid unwanted nonlin-
earity during beam propagation, with custom-tailored dispersion and reflectivity over more than two
octaves of bandwidth ranging from 0.49 to 2.3 μm, supporting 1.9-fs-short sub-optical-cycle pulses.
The multilayer coating structures can also be applied to the design of chirped-fiber Bragg gratings and
general optical filters. The proposed designs and schemes will benefit ultrabroadband applications requir-
ing precise dispersion management, especially enabling the generation of intense sub-optical-cycle light
transients. © 2014 Optical Society of America

OCIS codes: (320.7160) Ultrafast technology; (310.4165) Multilayer design; (190.4970) Parametric oscillators and amplifiers.
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1. INTRODUCTION

The generation of extremely short and ultrabroadband optical
waveforms, which are custom-tailored within a single cycle of
light, opens up unprecedented opportunities for the emerging
field of waveform nonlinear optics, which is of primary impor-
tance, e.g., for the generation of intense isolated attosecond
extreme-UV pulses [1,2], launching valence-electron wave-
packet dynamics in atoms and molecules [3–5], relativistic
laser–plasma interactions and laser-driven electron acceleration
[6–9], and control of sub-cycle electron transport in solids
[10]. However, the feasibility of studying nonlinear inter-
actions of matter with intense sub-cycle waveforms critically

depends on the availability of high-energy multi-octave-
spanning carrier-envelope-phase-controlled optical pulses. In
addition, the realization of the energy and bandwidth scalabil-
ity of ultrashort optical transients provides a new enabling
technology for the demonstration of bright coherent tabletop
high-harmonic sources, especially in the water window and
keV x-ray region [11,12]. Therefore, the generation and pre-
cise dispersion control of ever broader optical bandwidth is in
high demand, in order to tailor the shortest light bursts in the
time domain.

Recent progress in broadband waveform generation has
produced coherent optical spectra with >1-octave bandwidth

2334-2536/14/050315-08$15/0$15.00 © 2014 Optical Society of America
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by sub-cycle waveform synthesis [13] and supercontinuum
generation [3–5]. However, it is difficult to obtain sub-optical-
cycle pulses with high pulse energy [i.e., at the millijoule (mJ)
level], limited by the trade-off between the required high non-
linearity for the generation of ultrabroad bandwidth and the
output beam quality in terms of the beam stability and beam
profile distortion. The dispersion management of intense
multi-octave spectra is extremely delicate and challenging, es-
pecially requiring ultrabroadband precision dispersive optics
with high damage threshold. Active compression systems based
on spatial light modulators with >1-octave bandwidths have
been demonstrated [14,15]. However, they are hampered by
the bandwidth and diffraction efficiency of the gratings used in
4-f systems. Therefore, they have not directly been applied to
multi-octave-spanning high-intensity sources. Multilayer di-
electric coatings, such as the ones used for chirped mirrors
[16,17] and complementary mirror pairs [18–20], although
not adaptable, have the advantage of potentially supporting
multi-octave bandwidth with high reflectivity. Therefore, mul-
tilayer mirror designs are widely employed as robust solutions.
1.5-octave-wide chirped-mirror pairs [19] for pulse compres-
sion have been developed, and optical synthesizers based on
hollow-core-fiber compressors with up to four channels have
been realized with separate chirped-mirror designs [3–5]. The
pulses covering different spectral ranges are individually re-
compressed before pulse recombination. While hollow-
core-fiber compressors are limited in energy handling, a pulse
synthesizer based on parametric amplifiers can further scale the
energy to the multi-mJ range [13,21–24]. Then the maximum
pulse energy reachable is ultimately limited by the peak power
of the combined intense ultrashort pulse, which induces det-
rimental nonlinearities (i.e., B-integral) in the following optical
beam path and particularly in the beam combiner optics and
the window of vacuum chambers housing the experiment. In

addition, the dispersion of the beam combiner around the edge
of the high-reflection band is difficult to control. As a result,
synthesized electric-field transients without spectral gaps are
hard to achieve with dichroic mirrors (DMs): spectral gaps can-
not be avoided in between the channels [3–5]. Therefore, to
efficiently synthesize ultrabroad optical waveforms, precise
dispersion matching between the transmission and reflection
ports of the beam combiner is required. Broadband DMs with
exquisite dispersion control are necessary but are not available
yet, to the best of our knowledge. In this work, novel mirror
designs for>2-octave-spanning waveform synthesizers deliver-
ing multi-mJ pulse energy [21–23] are introduced. We design,
fabricate, and characterize the required laser optics [25],
chirped dichroic mirrors (CDMs) for efficient splitting and co-
herent combining of pulses, and ultrabroadband double-
chirped mirror (DCM) pairs for final compression. To avoid
B-integral problems, we recombine the still slightly chirped
pulses first on the CDMs and then use an ultrabroadband
DCM pair as a final compressor unit. Figure 1 shows the
use of these optics in an actual >2-octave-wide three-channel
parametric synthesizer, which was recently demonstrated
[21–23].

2. DUAL-ADIABATIC-MATCHING STRUCTURE

In principle, chirped mirrors are designed as dispersive optical
interference coatings with low-/high-index dielectric layer pairs
to achieve dispersion management [16–20,26]. In chirped
mirrors, the Bragg wavelength is chirped so that different
wavelengths penetrate different depths into the mirror until
Bragg reflection, giving rise to a wavelength-dependent group
delay (GD). Figure 2(a) shows the simple-chirped (SC) struc-
ture, where the Bragg wavelength is monotonically increased
with each quarter-wave layer pair to provide negative
dispersion, as well as a broader high-reflection bandwidth than

Fig. 1. Schematic of a >2-octave-wide three-channel parametric synthesizer [21–23]. CEP, carrier-envelope phase; WL, white light; CDM, chirped
dichroic mirror; OPA, optical parametric amplifier; DCM, double-chirped mirror; BOC, balanced optical cross correlator.
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the Fresnel reflection bandwidth of a fixed layer pair [26,27].
However, pronounced GD ripples are usually observed, as
shown in Fig. 2(d). These ripples are due to the impedance
mismatch between free space and the multilayer grating, which
acts as a Gires–Tournois interferometer. Since the period of
the oscillations in the spectral domain determines the position
of a satellite in the time domain upon reflection, the suppres-
sion of the adverse GD ripples by achieving impedance match-
ing to avoid internal resonances is of great importance
especially in few-cycle pulse generation. The double-chirped
(DC) structure [16], as shown in Fig. 2(b), has been proposed
to achieve impedance matching by adiabatically tapering the
impedance in the front layer pairs, which is shown to be equiv-
alent to an adiabatic chirp in the thickness of the high-index
layer in addition to the chirp of the center wavelength of the
Bragg mirror. However, a multilayer mirror design covering
more than 2 octaves in bandwidth, which requires multi-
octave impedance matching, has not been achieved so far.
Here, we introduce a dual-adiabatic-matching (DAM) struc-
ture [25], as shown in Fig. 2(c), that generates also a double
chirp in the back section of the mirror approaching the sub-
strate, adiabatically tapering the impedance again to provide
high transmission for long wavelengths. The front and back
chirped high-index layers perform dual adiabatic impedance
matching, providing (1) high reflectivity and smooth GD over
the high-reflectivity range of the mirror and (2) high transmis-
sion with sidelobe suppression outside the high-reflectivity
range, respectively.

Because of the smooth transmittance with smooth GD
behavior as shown in Fig. 2(d), the DAM structure can be
used as a >2-octave-spanning dispersive CDM. With the

impedance-matching features shown in Fig. 2(d), we imple-
ment the DAM structure to design a CDM. To realize the idea
experimentally, the analytical DAM structure is employed as
an initial design, which provides a high-reflection window for
the spectral range of 0.45–1 μm and transmission in the range
of 1.1–2.5 μm for p-polarized laser beams with an incidence
angle of 45°. The numerically optimized result using a fast al-
gorithm [28] is shown in Fig. 3(a). With an antireflection (AR)
coating in the initial few layers to provide impedance matching
from air to the low-index coating material, the following struc-
ture preserves the DAM structure. The GD in reflection is de-
signed to compensate a 0.52 mm optical path in fused silica
over the spectral range from 0.45–1.3 μm, which is even
broader than the high-reflectivity range of 0.45–1.1 μm, as
shown in Fig. 3(b).

To combine spectra with a spectral overlap, the simultane-
ous dispersion management in both reflection and transmis-
sion, especially around the edge of the high-reflection band,
is very important. The GD oscillations in reflection of a
DM in this range are usually rather large due to the strong
resonant interferences originating from internal Fabry–Pérot
effects. The backside impedance-matching section in the
DAM structure reduces these typically observed GD oscilla-
tions. Since the reflection from the back impedance-matching
region is suppressed, the etalon resonance is reduced between
the quarter-wave Bragg stacks and the back impedance-
matching section. On the other hand, the GD in transmission
is subject to the Kramers–Kronig relation [29]:

ϕt �
−1

π
P
Z

−∞

∞

ln jT �ω 0�j
ω − ω 0 dω 0; (1)
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Fig. 2. (a)–(c) Structures and (d) reflectivity/GD of different chirped mirror structures: (a) a design of the SC structure monotonically increases the
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(e.g., TiO2).
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where ϕt and T �ω� are the transmission phase and transmit-
tance, respectively. By taking the derivatives on both sides and
integration by parts on the right-hand side, one can obtain

GD � dϕ
dω

� 1

π
P
Z

−∞

∞

T 0

ω − ω 0 dω
0;

where T 0 � dT �ω 0�∕dω 0

jT �ω 0�j : (2)

Therefore, GD in transmission is the Hilbert transform of T 0,
mathematically analogous to the relation between absorption
coefficient and reflection in electron spectroscopy [30,31]. As a
result, the variations of GD in transmission [i.e., group-delay
dispersion (GDD)] are related to the changes of the transmit-
tance curves, especially in the spectral range close to the edge of
the high-reflection band: if the transmittance of the CDM is
slowly varying in the transition region, the corresponding GD
curve is also slowly varying. With the designed CDM, the
variation of the transmission GD in the transition range be-
tween high-transmission band and high-reflection band,
1.0–1.1 μm, is <10 fs, as shown in Fig. 3(b). The nature
of the Hilbert transform in Eq. (2) suggests that even lower
GD variation is possible based on a mirror with a smoother
transmittance curve and a wider transition region.

3. DISPERSION-MATCHED SCHEME FOR
COHERENT BEAM COMBINING

To match the beam dispersion between the reflection port and
the transmission port, the dispersion for the two combined
beam paths in the spectrally overlapping region should be the
same after the CDM, which is similar to a previous scheme
based on a dispersion-matched neutral beam splitter [32]. A
proposed scheme with a CDM and a dielectric plate in port 1
is shown in Fig. 4(a). Let us denote the GDD of the coating
between the air and the substrate interfaces with reflection R1,
transmission T1, reflection R2, and transmission T2 by
GDDR1, GDDT1, GDDR2, and GDDT2, respectively. Also,
the GDD for a single pass through the substrate of the CDM
and the dielectric plate are denoted as GDDS and GDDP,
respectively. In the design, we will match the GDD of the
substrate with the GDD of the plate and GDDR1 (i.e.,
GDDS � GDDR1 �GDDP). The GDD for each optical
path is then given by

GDD�1 → 4� � GDDP �GDDR1 � GDDS;

GDD�2 → 4� � GDDS �GDDT2;

GDD�1 → 3� � GDDP �GDDT1 �GDDS;

GDD�2 → 3� � 2GDDS �GDDR2: (3)
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Fig. 3. (a) Structure and (b) the designed/measured reflectivity/GD of
the CDM, as well as the corresponding GD design goals. The imperfect
transmittance around 0.8 μm and the 5% reflection above 1.1 μm are
intentionally created to supply a BOC for waveform synthesis; low, low-
index material, SiO2; high, high-index material, TiO2; GD_R, designed/
measured GD in reflection; GD_T, the transmitted designed/measured
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Fig. 4. (a) Schematic diagram of a dispersion-matched system based
on the CDM. (b) The reflection (purple), transmission (red), and the
combined spectra (green, blue, and orange dashed) in port 4 with differ-
ent delays between port 1 and port 2 in (a), as well as the incoherently
combined spectrum (black). Constructively/destructively interfered spec-
trum over the whole transition range (1.0–1.1 μm) can be obtained as the
green/blue curve. (Inset) The optimized beam combining efficiency is
>90%, even including the ∼8% total interface reflection losses of the
matching plate in port 1.
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For a lossless coating of the CDM, the following relation-
ships are generally valid [27,32]: GDDT1 � GDDT2 and
GDDR1 �GDDR2 � GDDT1 �GDDT2. Assuming the
transmittance of the CDM in the transition region is smooth
enough, the corresponding GDD is negligible (i.e.,
GDDT1≈0). With these additional conditions for a lossless
and slowly varying transmission coating in the transition region,
the GDD for each beam path to port 4 becomes identical:

GDD�1 → 4� � GDDP � GDDR1 � GDDS;

GDD�2 → 4� � GDDS �GDDT2 � GDDS: (4)

The GDD for each beam path to port 3 is also identical:

GDD�1 → 3� � GDDP �GDDT1 �GDDS

� GDDP �GDDS;

GDD�2 → 3� � 2GDDS �GDDR2

� GDDP �GDDS: (5)

Furthermore, if we additionally place an identical plate in port 4
or have a coating design thatGDDR1 � GDDS, theGDDof all
input and output ports are matched. In our case, GDDR1 and
GDDS are equivalent to the GDD of −0.52 mm and 3.21 mm
optical path of fused silica, respectively. Therefore, the matched
optical path of the fused silica plate is 3.73mm. In thewaveform
synthesizer, as shown in the scheme depicted in Fig. 1, the com-
bined 5% of light in port 3 will supply a balanced optical cross
correlator (BOC) for active feedback stabilization of the relative
time delay of the individual pulses [13].

Since the dispersion is matched, the spectrum in the spec-
trally overlapping region in port 4 can constructively be com-
bined with matched spectral phase over the overlapping region,
which further boosts the combination efficiency. The purple/
red curves in Fig. 4(b) show the reflected/transmitted spectra
measured using a white-light source from port 1 and port 2,
respectively. The combined spectra are also shown as the green,
blue, and orange dashed curves in Fig. 4(b), as well as the in-
coherently combined spectrum as a reference: interference
fringes (orange dashed curve) are observed due to the optical
delay between the beams from the two input ports. By fine-
tuning the optical delay, constructively/destructively interfered
spectra over the spectrally overlapping region can be obtained
as the green/blue curves, respectively. The beam combining
efficiency with the green spectrum is>90% over the transition
range, even including the ∼8% total interface reflection losses
of the silica plate in port 1.

The interfered fringes in the spectrally overlapping region
are extremely sensitive to the delay between the pulses from the
two input ports, which benefit the precise active stabilization
of the relative timing.

4. >2-OCTAVE-WIDE HIGH-REFLECTION
DCM PAIRS

The DAM structure lends itself to the design of an ultrabroad-
band DCM pair as the final compression unit, which is key

enabling technology to realize >2-octave multi-mJ sub-cycle
waveforms without running into B-integral problems that
destroy the pulse quality. The proposed structure particularly
reflects the light within its Bragg wavelength and provides
smooth transmittance for the longer wavelengths, which is a
proper impedance-matching section to reduce the Gires–
Tournois effect in the chirped mirror design. As a result,
cascading the DAM structure in the front layers, as an ultra-
broadband impedance-matching section, makes it possible to
achieve >2-octave bandwidth DCMs, as shown in Fig. 5. The
ultrabroadband DCM pair is designed and optimized for com-
pensating 1.44 mm optical path in fused silica in the
spectral range from 0.49 to 1.05 μm, the high-reflectivity range
of the CDM, and 0.32 mm optical path in ZnSe in the range
of 1.05–2.3 μm, the transmission range of the CDM. For
>1-octave-wide chirped mirrors, mirrors providing negative
chirp are advantageous, because short-wavelength light is re-
flected by the top layers, whereas long-wavelength light pen-
etrates deeper and mostly sees an average index of the thinner
top layers. To demonstrate the broadband impedance match-
ing of the cascaded-DAM-like structures, Figs. 5(c) and 5(d)
show the reflectivity of the structures from the ambient air
to the specific layers pointed at by the arrows in Figs. 5(a)
and 5(b), respectively. As the number of front layers increases,
starting from the air, the high-reflectivity band expands to
longer wavelengths, which is determined by the Bragg wave-
length of the layer pairs. The arrows in Figs. 5(a) and 5(b)
point to the end layer of each DAM-like structure, providing
broadband AR coating (impedance matching) with <5% re-
flection to the design wavelength of 2.3 μm. The designed/
measured reflectivity and GD of the pair are shown in Fig. 6.
The average reflectivity of the ultrabroadband DCM pair is
>90% and the calculated peak-to-peak values of the averaged
residual GD ripples are controlled to <5 fs over >2-octave
bandwidth. In Fig. 6, the dispersion and reflectivity measure-
ments using a home-built white-light interferometer and a
photospectrometer, respectively, show excellent agreement
with the design targets.

Even broader design bandwidth of DCM pairs is possible
but, depending on the applications, limited by the required
reflectivity and dispersion control. For example, it is difficult
to design chirped mirrors with >99.5% reflection over
>2-octave-wide bandwidth used as intracavity mirrors for pre-
cise dispersion compensation in a broadband laser oscillator.
The laser-induced damage threshold of the lower bandgap di-
electric coating material, TiO2 in our case, would hamper the
energy scalability of the ultrabroadband source based on the
DCMs. The threshold fluence of ion-beam sputtering TiO2

films is measured to be >0.1 J∕cm2 using a 25 fs Ti:sapphire
amplifier [33]. Although the repetition rate [34], pulse dura-
tion, and center wavelength of the optical source, as well as the
coating structures of the DCMs, would affect the breakdown
fluence, sub-cycle optical waveform synthesizers supporting up
to several tens of mJ of pulse energy with a >1 cm2 beam size
should be possible based on the multilayer chirped mirrors.

We evaluate the expected pulse distortions introduced
by the demonstrated ultrabroadband DCM pair on the wave-
form synthesizer output using the experimental combined
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second-stage optical parametric amplifier (OPA) output spec-
tra of Ref. [22]. As the scheme shows in Fig. 1, the spectrum
below 1 μm is reflected by the CDM, and the spectrum above
1.1 μm is transmitted. The combined pulse, with 1.88 fs
FWHM transform-limited pulse duration, is still chirped when
passing through the combiner substrate and the vacuum-
chamber window to decrease the peak intensity and thus
reduce the B-integral, and the ultrabroadband DCM pair can
compensate the dispersion of the combined waveform after-
ward. The pulse distortions were examined by considering the
measured reflectivity and residual GD errors of the mirrors
(i.e., starting from the flat-phase waveform and accounting
for the measured GD deviation of the mirrors from the
design goal, the GD of 1.44 mm optical path in fused silica
or of 0.32 mm optical path in ZnSe), as shown in Fig. 7.
Figure 7(b) shows the synthesized waveform after final com-
pression by the ultrabroadband DCM pair according to Figs. 5
and 6. The measured residual phase error of the DCM pair,
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Fig. 5. (a) and (b) Structure of the mirror pair of the optimized DAM DCM pair. (c) and (d) AR behavior for the longer wavelengths in the cascaded
DAM sections indicated by the arrows in the mirror structure in (a) and (b), respectively; low, low-index material, SiO2; high, high-index material, TiO2.

Fig. 6. Reflectivity and GD of the ultrabroadband DCM pair: the cal-
culation shown as the blue/red dashed lines and the solid lines show the
measurement results. The dispersion of the DCM pair compensates a
1.44-mm optical path in fused silica and a 0.32-mm optical path in ZnSe
for ranges of 0.49–1.05 μm and 1.05–2.3 μm, respectively.
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is <0.1π rad (i.e., <λ∕20), as the red dotted curve in Fig. 7(a)
shows, enabling pulse compression very close to its transform
limit. Pulse compression over >2-octave-bandwidth can thus
be achieved for the first time, to the best of our knowledge.

5. CONCLUSIONS

We proposed a DAM structure that enables >2-octave-
wide dispersion control. The proposed structure is similar
to refractive-index apodization in fiber Bragg gratings [35,36]:
the DAM structure adiabatically matches the impedance of
both the Bragg stacks and low-index material, providing not
only high reflectivity with smooth GD in reflection at the
Bragg wavelength, but also a broadband AR coating for the
longer wavelengths with smooth GD in transmission. Disper-
sive CDMs based on the DAM structure can thus be designed
and fabricated to achieve both beam combination and
dispersion compensation with>2-octave bandwidth. With the
demonstrated CDM and the dispersion-matched scheme, the
combined spectrum from different input ports can be opti-
mized. In principle, near-100%-constructive-interfered beam
combining over the whole spectrally overlapping region can
be achieved; here, >90% of beam combining efficiency was
demonstrated experimentally, taking Fresnel losses of interfa-
ces into account. In chirped-mirror designs, a broadband AR
coating as an impedance-matching section is critical to reduce
the amplitude of GD ripples induced by the Gires–Tournois
effect. As a result, cascades of DAM structures in the front
section of a chirped-mirror design for an ultrabroadband
DCM pair are demonstrated, resulting in the most broadband
chirped mirror designed so far. The designed CDM and DCM
pairs are key enabling technology for a >2-octave multi-mJ
parametric synthesizer supporting 1.9 fs FWHM waveforms
without running into B-integral problems that destroy the
pulse quality. No temporal pulse broadening is found due to
the use of CDM and DCM pairs. The results indicate that the
proposed designs will pave the way for the development of in-
tense ultrabroadband parametric synthesizers and in general
dispersion control of multi-octave-bandwidth coherent optical
sources [37].

FUNDING INFORMATION

This work was supported by the excellence cluster “The Ham-
burg Centre for Ultrafast Imaging—Structure, Dynamics and
Control of Matter at the Atomic Scale” of the Deutsche For-
schungsgemeinschaft and the Center for Free-Electron Laser
Science at DESY, Hamburg, Germany.

ACKNOWLEDGMENTS

The authors especially thank LASEROPTIK GMBH and
Mr. Tobias Groß for fruitful discussions and fabrication of
the advanced chirped mirror coatings.

REFERENCES

1. E. J. Takahashi, P. Lan, O. D. Mücke, Y. Nabekawa, and K.
Midorikawa, “Attosecond nonlinear optics using gigawatt-scale
isolated attosecond pulses,” Nat. Commun. 4, 2691 (2013).

2. E. J. Takahashi, P. Lan, O. D. Mücke, Y. Nabekawa, and K.
Midorikawa, “Infrared two-color multicycle laser field synthesis
for generating an intense attosecond pulse,” Phys. Rev. Lett.
104, 233901 (2010).

3. A. Wirth, M. T. Hassan, I. Grguraš, J. Gagnon, A. Moulet, T. T. Luu,
S. Pabst, R. Santra, Z. A. Alahmed, A. M. Azzeer, V. S. Yakovlev, V.
Pervak, F. Krausz, and E. Goulielmakis, “Synthesized light transi-
ents,” Science 334, 195–200 (2011).

4. M. T. Hassan, A. Wirth, I. Grguraš, A. Moulet, T. T. Luu, J. Gagnon, V.
Pervak, and E. Goulielmakis, “Attosecond photonics: synthesis and
control of light transients,” Rev. Sci. Instrum. 83, 111301 (2012).

5. T. T. Luu, M. T. Hassan, A. Moulet, O. Razskazovskaya, N.
Kaprowicz, V. Pervak, F. Krausz, and E. Goulielmakis, in
Conference on Lasers and Electro-Optics (2013), paper QF1C.6.

6. A. Buck, M. Nicolai, K. Schmid, C. M. S. Sears, A. Sävert, J. M.
Mikhailova, F. Krausz, M. C. Kaluza, and L. Veisz, “Real-time obser-
vation of laser-driven electron acceleration,” Nat. Phys. 7, 543–548
(2011).

7. L. Veisz, D. Rivas, G. Marcus, X. Gu, D. Cardenas, J. Mikhailova, A.
Buck, T. Wittmann, C. M. S. Sears, S.-W. Chou, J. Xu, G. Ma, D.
Herrmann, O. Razskazovskaya, V. Pervak, and F. Krausz,
“Generation and applications of sub-5-fs multi-10-TW light pulses,”
in Conference on Lasers and Electro-Optics: Pacific Rim (2013),
paper TuD2-3.

8. S. Payeur, S. Fourmaux, B. E. Schmidt, J.-P. MacLean, C.
Tchervenkov, F. Légaré, M. Piché, and J.-C. Kieffer, “Generation
of a beam of fast electrons by tightly focusing a radially polarized
ultrashort laser pulse,” Appl. Phys. Lett. 101, 041105 (2012).

9. V. Marceau, C. Varin, T. Brabec, and M. Piché, “Femtosecond
240-keV electron pulses from direct laser acceleration in a low-
density gas,” Phys. Rev. Lett. 111, 224801 (2013).

10. O. D. Mücke, “Isolated high-order harmonics pulse from two-
color-driven Bloch oscillations in bulk semiconductors,” Phys.
Rev. B 84, 081202(R) (2011).

11. E. J. Takahashi, T. Kanai, K. L. Ishikawa, Y. Nabekawa, and K.
Midorikawa, “Coherent water window x ray by phase-matched
high-order harmonic generation in neutral media,” Phys. Rev. Lett.
101, 253901 (2008).

12. T. Popmintchev, M.-C. Chen, D. Popmintchev, P. Arpin, S. Brown,
S. Ališauskas, G. Andriukaitis, T. Balčiunas, O. D. Mücke, A.
Pugzlys, A. Baltuška, B. Shim, S. E. Schrauth, A. Gaeta, C.
Hernández-García, L. Plaja, A. Becker, A. Jaron-Becker, M. M.
Murnane, and H. C. Kapteyn, “Bright coherent ultrahigh harmonics
in the keV x-ray regime from mid-infrared femtosecond lasers,”
Science 336, 1287–1291 (2012).

13. S.-W. Huang, G. Cirmi, J. Moses, K.-H. Hong, S. Bhardwaj, J. R.
Birge, L.-J. Chen, E. Li, B. J. Eggleton, G. Cerullo, and F. X. Kärtner,
“High-energy pulse synthesis with sub-cycle waveform control for
strong-field physics,” Nat. Photonics 5, 475–479 (2011).

14. E. Matsubara, K. Yamane, T. Sekikawa, and M. Yamashita, “Gen-
eration of 2.6 fs optical pulses using induced-phase modulation in
a gas-filled hollow fiber,” J. Opt. Soc. Am. B 24, 985–989 (2007).

15. T. Tanigawa, Y. Sakakibara, S. Fang, T. Sekikawa, and M. Yama-
shita, “Spatial light modulator of 648 pixels with liquid crystal trans-
parent from ultraviolet to near-infrared and its chirp compensation
application,” Opt. Lett. 34, 1696–1698 (2009).

16. F. X. Kärtner, N. Matuschek, T. Schibli, U. Keller, H. A. Haus, C.
Heine, R. Morf, V. Scheuer, M. Tilsch, and T. Tschudi, “Design and
fabrication of double-chirpedmirrors,”Opt. Lett. 22, 831–833 (1997).

17. G. Steinmeyer, “Brewster-angled chirped mirrors for high-fidelity
dispersion compensation and bandwidths exceeding one optical
octave,” Opt. Express 11, 2385–2396 (2003).

18. F. X. Kärtner, U. Morgner, R. Ell, T. Schibli, J. G. Fujimoto, E. P.
Ippen, V. Scheuer, G. Angelow, and T. Tschudi, “Ultrabroadband
double-chirped mirror pairs for generation of octave spectra,” J.
Opt. Soc. Am. B 18, 882–885 (2001).

19. V. Pervak, A. V. Tikhonravov, M. K. Trubetskov, S. Naumov, F.
Krausz, and A. Apolonski, “1.5-octave chirpedmirror for pulse com-
pression down to sub-3 fs,” Appl. Phys. B 87, 5–12 (2007).

Research Article Vol. 1, No. 5 / November 2014 / Optica 321



20. V. Pervak, I. Ahmad, M. K. Trubetskov, A. V. Tikhonravov, and F.
Krausz, “Double-angle multilayer mirrors with smooth dispersion
characteristics,” Opt. Express 17, 7943–7951 (2009).

21. G. Cirmi, S. Fang, S.-H. Chia, O. D. Mücke, C. Manzoni, P. Farinello,
G. Cerullo, and F. X. Kärtner, “Towards parametric synthesis of
millijoule-level two-octave-wide optical waveforms for strong-field
experiments,” in Ultrafast Optics (UFO IX) (2013), paper We3.3.

22. S. Fang, G. Cirmi, S.-H. Chia, O. D. Mücke, F. X. Kärtner, C.
Manzoni, P. Farinello, and G. Cerullo, “Multi-mJ parametric
synthesizer generating two-octave-wide optical waveforms,” in
Conference on Lasers and Electro-Optics: Pacific Rim (2013),
paper WB3-1.

23. G. M. Rossi, G. Cirmi, S. Fang, S.-H. Chia, O. D. Mücke, F. X.
Kärtner, C. Manzoni, P. Farinello, and G. Cerullo, “Spectro-temporal
characterization of all channels in a sub-optical-cycle parametric
waveform synthesizer,” inConference on Lasers and Electro-Optics
(2014), paper SF1E.3.

24. B. E. Schmidt, N. Thiré, M. Boivin, A. Laramée, F. Poitras, G.
Lebrun, T. Ozaki, H. Ibrahim, and F. Légaré, “Frequency domain
optical parametric amplification,” Nat. Commun. 5, 3643
(2014).

25. S.-H. Chia and F. X. Kärtner, “Chirped dichroic mirror and a source
for broadband light pulses,” European patent application
EP14155053 (February 13, 2014).

26. R. Szipöcs, K. Ferencz, C. Spielmann, and F. Krausz, “Chirped mul-
tilayer coatings for broadband dispersion control in femtosecond
lasers,” Opt. Lett. 19, 201–203 (1994).

27. H. A. Haus, Waves and Fields in Optoelectronics (Prentice-Hall,
1984).

28. J. R. Birge and F. X. Kärtner, “Efficient optimization of multilayer
coatings for ultrafast optics using analytic gradients of dispersion,”
Appl. Opt. 46, 2656–2662 (2007).

29. R. H. J. Kop, P. de Vries, R. Sprik, andA. Lagendijk, “Kramers-Kronig
relations for an interferometer,”Opt. Commun. 138, 118–126 (1997).

30. R. F. Egerton, Electron Energy Loss Spectroscopy in the Electron
Microscope (Springer, 2011).

31. A. Damascelli, Z. Hussain, and Z.-X. Shen, “Angle-resolved photo-
emission studies of the cuprate superconductors,” Rev. Mod. Phys.
75, 473–541 (2003).

32. J. Kim, J. R. Birge, V. Sharma, J. G. Fujimoto, F. X. Kärtner, V.
Scheuer, and G. Angelow, “Ultrabroadband beam splitter with
matched group-delay dispersion,” Opt. Lett. 30, 1569–1571 (2005).

33. M. Mero, J. Liu, W. Rudolph, D. Ristau, and K. Starke, “Scaling laws
of femtosecond laser pulse induced breakdown in oxide films,”
Phys. Rev. B 71, 115109 (2005).

34. M. Mero, B. Clapp, J. C. Jasapara, W. Rudolph, D. Ristau, K. Starke,
J. Krüger, S. Martin, and W. Kautek, “On the damage behavior of
dielectric films when illuminated with multiple femtosecond laser
pulses,” Opt. Eng. 44, 051107 (2005).

35. M. Matsuhara and K. O. Hill, “Optical-waveguide band-rejection
filters: design,” Appl. Opt. 13, 2886–2888 (1974).

36. B. Malo, S. Thériault, D. C. Johnson, F. Bilodeau, J. Albert, and K. O.
Hill, “Apodised in-fiber Bragg grating reflectors photoimprinted
using a phase mask,” Electron. Lett. 31, 223–225 (1995).

37. S.-H. Chia, T.-M. Liu, A. A. Ivanov, A. B. Fedotov, A. M. Zheltikov,
M.-R. Tsai, M.-C. Chan, C.-H. Yu, and C.-K. Sun, “A sub-100 fs
self-starting Cr:forsterite laser generating 1.4 W output power,”
Opt. Express 18, 24085–24091 (2010).

Research Article Vol. 1, No. 5 / November 2014 / Optica 322



Metastable electronic states and nonlinear
response for high-intensity optical pulses
M. KOLESIK,1,2,3,* J. M. BROWN,2 A. TELEKI,3 P. JAKOBSEN,4 J. V. MOLONEY,1,2 AND

E. M. WRIGHT2

1Arizona Center for Mathematical Sciences, University of Arizona, Tucson, Arizona 85721, USA

2College of Optical Sciences, University of Arizona, Tucson, Arizona 85721, USA

3Constantine the Philosopher University, Nitra, Slovakia

4Department of Mathematics and Statistics, University of Tromsø, Tromsø, Norway

*Corresponding author: kolesik@acms.arizona.edu

Received 4 August 2014; revised 3 October 2014; accepted 6 October 2014 (Doc. ID 220372); published 11 November 2014

In this paper we propose and demonstrate that the ultrafast nonlinear optical response of atoms may be
accurately calculated in terms of metastable states obtained as solutions of the stationary Schrödinger equa-
tion including the quasi-static applied electric field. We first develop the approach in the context of an
exactly soluble one-dimensional atomic model with delta-function potential, as this allows comparison
between the exact ultrafast nonlinear optical response and our approximate approach, both in adiabatic
approximation and beyond. These ideas are then applied to a three-dimensional hydrogen-like atom
and yield similar excellent agreement between the metastable state approach and simulations of the
Schrödinger equation for off-resonant excitation. Finally, our approach yields a model for the ultrafast
nonlinear optical response with no free parameters. It can potentially replace the light–matter interaction
treatment currently used in optical filamentation, and we present a numerical example of application to
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1. INTRODUCTION

Propagation of ultrashort, off-resonant optical pulses in atomic
gases produces a broad range of extreme nonlinear optical ef-
fects including high-harmonic generation [1], synthesis of atto-
second pulse forms [2], and optical filamentation [3,4]. While
it is generally accepted that the origin of the first two examples
resides in the quantum mechanical nature of the light–matter
interaction, the standard model of the nonlinearity underlying
filamentation, comprising third-order nonlinearity for bound
electrons plus a Drude model for freed electrons, has met with
some success. However, numerical calculations of the nonlin-
ear optical response of atoms using the time-dependent
Schrödinger equation (TDSE) [5–10] make it abundantly
clear that the quantum mechanical nature of the extreme non-
linearity involved is also required for a more complete and

deeper understanding of filamentation. In particular, for off-
resonant pulse excitation the quantum coherent nature of the
light–matter interaction becomes key, and the distinction be-
tween bound and freed electrons employed in the standard
model becomes problematic. In addition to the numerical sim-
ulations based on the TDSE, some model systems have been
explored to gain insight. For example, some of the present au-
thors have studied the nonlinear optical response via an exactly
soluble one-dimensional (1D) atomic model with delta-
function potential [11], and Richter et al. studied the role of
the Kramers–Hennenberger atom, which displays bound states
of a free electron, to elucidate the higher order Kerr effect.
Models employing separable interactions [12] have also been
studied in this context.

The above discussion highlights the urgent need for micro-
scopically based and computationally economical descriptions
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of extreme nonlinear interactions that lend themselves to in-
corporation into full space–time field simulations. In particu-
lar, numerical solution of the TDSE coupled to the field
propagation equations over the space and time scales relevant
to filamentation in gases poses a formidable computational task
that will not be realistic in the foreseeable future, although
forefront simulations over restricted spatial domains have ap-
peared [13,14]. The standard model is easily incorporated into
existing propagation schemes but the third-order nonlinear
and plasma contributions to the model are not self-consistently
and microscopically linked as they are in the present unified
approach.

In this paper we propose and demonstrate that the ultrafast,
off-resonant nonlinear optical response of atoms may be accu-
rately calculated in terms of metastable states as opposed to the
more common bound and continuum states of the free atom.
In particular, we consider solutions of the atomic time-
independent Schrödinger equation including the quasi-static
applied electric field, these states having complex energies, the
imaginary parts being related to the metastable state lifetime.
Meta-stability refers to the fact that while these states ionize
and thus “decay” over relatively long times, when observed
on shorter time-scales in the vicinity of the atom, they are dif-
ficult to distinguish from the normal (i.e., field-free) electronic
states. These metastable states, also termed resonance, Siegert,
or Gamow states, encapsulate the quantum coherent coupling
between the bound and continuum states of the free atom,
and provide a natural time-domain description of an atom
exposed to strong fields [15]. More specifically, although
the single atom represents a closed system, we consider that the
atomic wave function may be split into two components,
ψ � ψM � ψF , in which ψM is expressed as a superposition
of metastable states that is used to calculate the nonlinear op-
tical response arising from the quantum coherent light–matter
interaction. In contrast, ψF accounts for electrons that are to
all intents and purposes freed from their parent ion and con-
tribute a classical current density. This portion of the wave-
function is populated by the losses from the metastable
states, and is subsequently driven by the applied electric
field according to Ehrenfest’s theorem. The metastable portion
of the wavefunction, ψM , gives rise to a complex, nonpertur-
bative nonlinear response, which only reduces to the usual op-
tical Kerr effect in the limit of a weak field. Using
examples we demonstrate that our approach, which we term
“the Metastable Electronic State Approach” or simply MESA,
provides an extremely economical computational method of
calculating the nonlinear optical response: already retaining
only the ground metastable state in adiabatic approximation
can provide a quantitative model for the nonlinear optical re-
sponse and strong-field ionization, and further improvement is
shown to result from retaining post-adiabatic corrections.

The remainder of this paper is organized as follows. We
develop MESA in the context of an exactly soluble 1D atomic
model with delta-function potential as a test bed as this allows
for comparison between the exact ultrafast nonlinear optical
response and our approximate approach, both in the adiabatic
approximation and beyond. The method is then applied to a
three-dimensional (3D) hydrogen-like atom, and this is key to

showing that the approach can be employed for more realistic
systems. We employ results for the nonlinear optical response
from MESA to an example of optical filamentation as a dem-
onstration of the computational economy and feasibility of the
approach. Finally, a summary with conclusions and future re-
search directions are given in Section 9.

2. EXACTLY SOLVABLE QUANTUM SYSTEM

An exactly solvable system proves to be of great utility for test-
ing the method we propose. It also makes it easier to appreciate
the structure of the theory, since all quantities we need can be
evaluated analytically. We use a 1D, single-particle model with
a Dirac-delta potential. Its time-domain Schrödinger equation
can be written as

�
i∂t �

1

2
∂2x � Bδ�x� � xF �t�

�
ψ�x; t� � 0; (1)

with B controlling the ionization potential of the single bound
state this model has, and F�t� being the time-dependent field
strength of the optical pulse. An exact solution for the induced
dipole moment and/or current has been recently derived [11],
and this we use to test our approximate solutions. The meta-
stable states (Stark resonances) can also be obtained exactly:

ψ�λ; x� �
�
Ci�ξ0�Ai�ξ� x < 0
Ai�ξ0�Ci�ξ� x > 0

; (2)

where we define Ci�z� � Bi�z� � iAi�z�, with ξ �
−�2F�1∕3�x � λ∕F � and ξ0 � −�2F�1∕3�λ∕F�. The spectral
parameter λ must solve the eigenvalue equation for a given F:

1� 2πB
�2F�1∕3Ai

�
−2λ

�2F �2∕3
��

iAi
�

−2λ

�2F�2∕3
�
�Bi

�
−2λ

�2F�2∕3
��

:

(3)

The infinitely many solutions to this equation, denoted by
En�F�; n � 0; 1; 2;…, represent the complex-valued meta-
stable energies. The most important resonance, ψ0 �
ψ�λ � E0�F�; x�, converges to the ground state when
F → 0. Besides ψ0, there are two distinct families of resonan-
ces. Energies of the first are located just below the positive real
axis, while family-two energies extend along the ray with the
complex argument of −2π∕3 [16]. Meta-stable states consti-
tute a bi-orthogonal system:

hψ ijψ ji �
Z
C
ψ i�z�ψ j�z�dz � N 2

i �F�δij ; (4)

where N 2
i �F� � −�2F �−1∕3π−1�Ci�ξ0�Ai 0�ξ0� � Ci 0�ξ0�

Ai�ξ0��. The integration proceeds along a contour in the com-
plex plane that follows the real axis and deviates into the upper
half-plane for large positive real part of z (assuming F > 0).
Because far from the center the resonances are outgoing waves,
the contour deformation ensures convergence of the integral.

The bi-orthogonality relations of Eq. (4) allow one to define
a “norm,” and to generalize observables [17]. In particular, we
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use the dipole-moment expectation value in the metastable
ground-state:

X 0�F� � N −2
0 �F �

Z
C
ψ0�z�zψ0�z�dz: (5)

This quantity is shown in Fig. 1 as a function of F . Its real part
is superlinear for weak fields (Kerr effect), and it saturates and
decays in very strong fields, whereas the imaginary part is in-
timately related to the ionization losses. As noted in our pre-
vious work, the saturation and decay of the real part is
accompanied by rapid growth of the freed electron population,
which produces a defocusing nonlinear response. This generic
behavior turns out to be the same for more realistic 3D quan-
tum systems.

3. GENERAL SCHEME

The central idea of the method we put forward, namely,
MESA, is to abandon the traditional description of the quan-
tum evolution in terms of Hamiltonian eigenstates. Instead, we
argue that for a system exposed to a strong external field, such
as due to a high-intensity optical pulse, it is more natural to
utilize metastable states. They are superpositions of the (field-
free) bound and free electronic states, reflecting the current
strength of the field and the probability density “leakage”
due to ionization [18].

We assume that it is possible to represent the wavefunction
split into “metastable” and “free” components, ψ � ψM �
ψF , as described in the introduction. Our method is motivated
by Berggren’s completeness relations [19] employed in nuclear
scattering theory:

1 �
X
n

jψnihψnj �
Z
L
dλjϕλihϕλj; (6)

where the sum projects onto several resonant states, and the
integral involving scattering states ϕ proceeds along a contour

L that deviates from the real axis in order to include the poles
corresponding to the complex energies of the resonances in-
cluded in the first term. In our method, one or more resonant
states represent ψM , which we assume to be the part of the
wave function interacting strongly with the atomic potential.
The “remainder” of the wavefunction, ψF , is projected from
the full state via the continuum component of the above com-
pleteness relation. Note that our approximation does not rely
on completeness of the resonant states. Rather the key
assumption is that the continuum part of the wavefunction,
ψF , is so spread out in space that its interaction with the atom
may be neglected. If it is, we do not need to know any specific
properties of ψF , because the quantity of interest, namely, the
current, can be obtained from the Ehrenfest theorem. Validity
of this approximation obviously depends on the initial state,
and it is not a priori obvious that a small number of resonant
states can capture the “interacting part” of the wave function
with sufficient accuracy. However, our numerical examples be-
low demonstrate that even a single ground-state resonance pro-
vides an extremely good approximation.

We are specifically interested in the case of off-resonant ex-
citation, meaning that the instantaneous frequency ωeff �t� �
∂Φ
∂t of the applied field F�t� � A�t� cos�Φ�t�� should remain
well below the ionization frequency I∕ℏ for all times, I being
the ionization energy. Our method should therefore be more
accurate for longer wavelengths, and we find this to be the case.
Moreover, for the case of the exactly solvable 1Dmodel there is
an analytic result that states that the lowest Siegert state exactly
captures the quantum atomic dynamics in the adiabatic or
quasi-static approximation for which ℏωeff �t�∕I ≪ 1 [15].

Concentrating on the “metastable” component, we deal
with an effectively open system. We write its evolution equa-
tion as an expansion into the system of metastable states slaved
to the time-dependent field:

i∂tψM � Ĥ �F�t��ψM �x; t�;
ψM �

X
i

ci�t�ψ i�F �t�; x�; (7)

where for any instantaneous value of F , ψ i�F; x� solves the
same differential equation as the proper Hamiltonian
eigenstates,

Ĥ �F�ψ i�F; x� � Ei�F �ψ i�F ; x�; (8)

but these metastable states must behave as outgoing waves at
infinity. One way to “select” such waves is to modify the do-
main of the differential operator representing the action of the
Hamiltonian. We achieve this by replacing the real coordinate
axis by a contour in the complex plane. The contour is chosen
to follow the real axis in the inner domain, while in the positive
(negative) “outside regions” it deviates into the upper (lower)
half planes. While the outgoing waves decay exponentially at
infinity along this “complexified” domain axis, they still
represent the same solutions (see Ref. [20] for details of im-
plementation). Such boundary conditions make this operator
non-Hermitian, and the complex-valued metastable energies

Fig. 1. Complex-valued expectation value of the dipole moment in the
metastable ground state as a function of the external field strength. The
fine dashed line indicates the linear susceptibility. The gap between the
thin dashed and the thick black line represents the nonlinear response
Eq. (11).
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Ei�F� reflect the decaying nature of the resonant states. It can
be shown that the adjoint H� has eigenfunctions which are
just complex-conjugates of ψ i and that pairing Eq. (4) is noth-
ing but a bi-orthogonality relation [21].

We use Eq. (4) to project out the evolution equations, nor-
malizing all ψ i to unity for all times t for simplicity of notation.
The resulting evolution equations reflect the fact that ψ j�F�t��
are effectively time dependent and, therefore, contain matrix
elements that show the change of metastable states with field
strength F :

cn 0 �t� � −icnEn�F �t�� −
X
k

ck�t�F 0�t�hψnj∂Fψk�F�t�; x�i:

(9)

We will first concentrate on the adiabatic approximation.
For the initial condition in the ground state, the adiabatic
wavefunction [15] becomes dominated by the ground-state
resonance and the solution is

c�a�0 �t� � exp

�
−iEGt − i

Z
t

−∞
�E0�F�τ�� − EG �dτ

�
; (10)

where EG is the field-free ground-state energy. If the field is
not too strong, the ground-state resonance dominates at all
times, and then the generalized dipole-moment expectation
of Eq. (5) is the main contribution to the induced polarization
[17], P�F�t�� � jc0�t�j2X 0�F�t��. In pulse propagation sim-
ulations the linear medium properties are captured exactly by a
spectral solver. To avoid double counting, only the nonlinear
part of the atom polarization is used and coupled to the
Maxwell equations. This we obtain as

P�nl��F�t�� � P�F�t�� − lim
ϵ→0

1

ϵ
P�ϵF�t��; (11)

where the second term tends to the linear part of the response
as the auxiliary parameter ϵ gets small. The polarization
Eq. (11) is our first contribution to the nonlinear medium re-
sponse. The second comes from ψF , in the form of a classical
current, because we assume that this is the “distant part” of the
wave function that is no longer interacting with the atom. Its
norm grows as a result of the metastable decay, so that the total
probability is conserved as it should be in a closed system.
Thus, the ionization rate is given by the imaginary part of
the ground-state resonance complex energy, and the ionized
fraction of atoms obey

∂tρ�t� � �1 − ρ�t��If2E0�F �t��g: (12)

The current induced by freed electrons is obtained from the
Ehrenfest theorem, and is evaluated by integrating

∂t J�t� � ρ�t�F �t�: (13)

Note that this induced current arises only after ionization,
which is a highly nonlinear process, and it therefore does
not contain a component linear in the field strength. Thus,

the two functions X 0�F� and E0�F� are needed to characterize
the nonlinear optical response of the system. The proposed
model has structure similar to the one used in filamentation
simulations, with P�nl��t� and J�t� coupled into pulse propa-
gation equations. However, the meaning of its components is
new: Kerr response is now contained within the nonlinear
polarization of the metastable state, which now also includes
contribution from the continuum states. Moreover, what used
to be the Drude current is now solely due to electrons NOT in
the resonant state(s) included in our treatment. Thus, the
wavefunction split, and with it the relative contributions of
polarization and current density, will depend on how many
metastable states we can explicitly account for. As of now
we include only the ground-state resonance, and next we look
at how the higher order states can be accounted for in an
approximate fashion.

4. POST-ADIABATIC CORRECTIONS

The purpose of this section is to describe three kinds of cor-
rections that take MESA beyond the adiabatic approximation
outlined above. In doing so, we will strive to formulate our
theory in such a way that it will require the knowledge of only
a single metastable state, namely, the one related to the ground
state. This will greatly simplify practical applications, because it
is relatively simple to characterize the ground-state resonance,
while it may be more difficult to calculate properties of higher
metastable states. The assumption underlying the following
consideration is one of a weak field F�t�, which is changing
slowly. This is the case for many regimes in extreme nonlinear
optics, where typical intensities attained in hot spots are still 2
orders of magnitude weaker than atomic fields. Moreover, the
propagation dynamics dynamically adjusts the evolving pulse
such that the peak intensity is clamped. As a result the quan-
tum state is strongly dominated by the contribution from the
metastable ground state, and we construct the post-adiabatic
corrections under this assumption.

The first correction of the adiabatic solution is obtained by
solving Eq. (9) for the expansion coefficients cn driven by the
dominant c0. Feeding that intermediate result back into the
equation for the ground-state resonance, c�1�0 �t� is obtained
in the same form as c�a�0 �t�, only with the resonant energy
E0 replaced by the corrected one:

E �R�
0 �F�t�� � E0�F �t�� −

X
n≠0

�F 0�t��2�hψ0j∂Fψn�F�t��i�2
�En�F�t�� − E0�F �t���

:

(14)

Evaluation of this quantity requires the knowledge of higher
order resonant states. Fortunately, an approximation in terms
solely of ψ0 can be obtained as follows. First, since En�F�
accumulate close to zero, at least in relatively weak fields, they
are dominated by E0, which can approximate the denominator
in Eq. (14). Next, because normalization to unity for all F
ensures that hψ0j∂Fψni � −h∂Fψ0jψni, the numerator in
Eq. (14) can be rewritten, moving the action of ∂F onto ψ0

and thus giving rise to
P

n≠0…jψnihψnj…. Our second
assumption is that, at least within the space of the solutions
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that evolve from the ground state, the system of fψng is
complete, and this projection can be approximated by
1 − jψ0ihψ0j. Then we can simplify the above correction to

E �R�
0 �F �t���E0�F�t���

�F 0�t��2
E0�F�t��

h∂Fψ0�F�t��j∂Fψ0�F�t��i:

(15)

This modifies both the real and imaginary parts of the complex
metastable energy. It is the imaginary part that is more impor-
tant for our purposes because it increases the ionization yield.
Figure 2 illustrates this effect, and shows ionization yields
caused by a driving pulse in the adiabatic and post-
adiabatic [i.e., with Correction (15)] approximations, com-
pared to the exact solution. It is evident that the correction
becomes negligible for longer wavelengths. At shorter wave-
lengths, it significantly decreases the gap between the adiabatic
and exact solutions, thus justifying the approximations
adopted in the derivation. Perhaps the most important obser-
vation to be made here is that even the uncorrected adiabatic
solution provides rather accurate ionization rates. For practical
purposes in the field of optical filamentation, especially in the

near and mid-infrared, the adiabatic treatment should there-
fore be sufficient.

However, there is one post-adiabatic correction that should
be included in such simulations; because it captures the losses,
the optical field must suffer due to ionization. Interestingly,
this correction is connected to the imaginary part of the meta-
stable expectation value of the dipole moment. To derive the
corresponding nonlinear polarization term, one has to include
the first corrections c�1�n of the wavefunctions when evaluating
the expectation value of the dipole moment. Then, under the
same approximation as in the derivation of the corrected
resonant energy in Eq. (15), one obtains the following
estimate:

P�corr�
NL �t� ∼ 1

EG
I

�
∂
∂t
hψ0�F�t��jX jψ0�F �t��i

�
: (16)

This component of the nonlinear polarization turns out to be
responsible for a major part of nonlinear losses. It is a micro-
scopically motivated replacement for the purely phenomeno-
logical current, which is routinely introduced into the standard
filamentation model [3] in order to salvage energy conserva-
tion. Our comparative simulations show that the amount of
loss caused by P�corr� is actually quite similar to that obtained
in the phenomenological treatment. It is fair to say that
Eq. (16) is an approximation, yet it is a first step beyond
the current method. Naturally, it could be improved provided
one can calculate higher resonant states.

Finally, the third correction originates in the split between
ψM and ψF , and the fact that the response of the latter is ap-
proximated by a Drude-like classical current as if this portion
of the wavefunction was completely free. A generalized version
of Eq. (13) should contain an additional term,

∂t J�t� � ρ�t�F�t� � vi∂tρ�t�; (17)

where vi stands for the initial velocity of freed electrons, which
“disappear” from ψM and are “injected” into ψF . This correc-
tion can give rise to an important contribution to terahertz
(THz) generation, and will be discussed in detail elsewhere.
However, because it generates only a DC-like, low-frequency
current, it has a negligible influence on the propagation of the
driving pulse and can be safely ignored for that purpose.

5. COMPARISON WITH EXACT SOLUTIONS

The exactly solvable Dirac-delta system is an ideal test bed to
assess accuracy of the proposed light–matter interaction de-
scription. We utilize the time-dependent exact solution for
the nonlinear response given in Ref. [11]. This is then com-
pared with the nonlinear response calculated as described in
the previous sections.

The sole adjustment we make before comparing these re-
sults concerns the low-frequency part of the response described
above. It shows up as a constant current after the driving pulse
vanishes, reflecting the net average velocity imparted on the
ionized electrons. While it is possible to capture this effect
in the resonance-response model, at present an estimate of

Fig. 2. Ionization yield as a function of the intensity of the driving
pulse. Exact, adiabatic, and corrected solutions are compared. The
top and bottom panels correspond to wavelengths of λ � 2400 nm
and λ � 800 nm, respectively.
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vi requires one adjustable parameter. We therefore filter out
the very low-frequency part of the exact response and add this
to the MESA result to compare the nonlinear response.

Figure 3 illustrates that very good agreement can be
achieved between the exact and approximated nonlinear re-
sponse for a 2.5 μm wavelength driving pulse. One can see
that the approximate solution follows the exact one while it
filters out the very-high-frequency components. These are
due to higher order resonances and are therefore absent in
our post-adiabatic approximation.

The top panel shows that these response oscillations are too
fast to affect the optical-frequency components of the driving
pulse. For simulation of pulse propagation, it is therefore quite
convenient that the model response does not follow them.

We thus can conclude that the proposed method captures
precisely that frequency part of the total nonlinear response
that is responsible for the back-reaction of the medium on
the driving pulse. At the same time, even small-scale details
in the nonlinear response shape are reproduced quite well.

6. 3D HYDROGEN-LIKE MODEL ATOM

Having seen that the nonlinear response of the exactly solvable
model can be reproduced by the metastable-state response
model quite accurately, the important question is if it still
works for more realistic systems. The crucial difference is
that one has to resort to approximate methods to find, and

“measure,” properties of the ground-state resonance. In the fol-
lowing we describe the procedure that allows one to obtain
parameterized nonlinear response from a series of TDSE sim-
ulations of a given system. The Hamiltonian represents a
single-electron, hydrogen-like system,

H � −
1

2
Δ −

1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2 � x2 � y2 � z2

p − xF�t�; (18)

with a “soft” Coulomb potential and a time-dependent exter-
nal field (of the optical pulse) F�t�.

To obtain the ground-state resonance as a function of the
static-field strength F , we start a TDSE simulation in the
numerical ground state, and add transparent boundary condi-
tions realized as a perfectly matched layer (PML) to the com-
putational domain. Because the ground-state resonance is the
longest living state, the initial wavefunction is driven toward
it during the simulated real-time evolution, while the
“unwanted” states decay as they leak through the PML layers.
Once the solution stabilizes, we characterize this ground-state
resonance by calculating the metastable expectation value for
its dipole moment. We also extract its complex-valued reso-
nance energy. This process is repeated for a range of field
strengths, and the relevant data are tabulated. We envision that
this kind of procedure will be applied when working with real-
istic (single-active-electron) models of atoms and perhaps even
molecules.

Figure 4 shows the real and imaginary parts of metastable
dipole moment X 0�F �. We have determined this quantity as a
function of the field strength on different-size grids, and with
three different implementations of the PML boundary. Two
data sets, obtained for grid sizes of L � 100 a.u. and L �
150 a.u., are shown in the figure to match closely, thus indi-
cating that convergence is already achieved on relatively small
computational domains. It should be noted that, if one
attempts to determine the standard quantum-mechanical
expectation value of the dipole moment, no convergence
can be reached because metastable wavefunctions diverge at

Fig. 3. Nonlinear response of the Dirac-delta system to a λ � 2.5 μm
driving pulse indicated by the thin dashed line. The exact response is
shown as a blue solid line, and the resonant-response model result is
shown in thick red. The top panel zooms in to highlight that our response
model “filters out” very-high-frequency components. The bottom panel
demonstrates accurate overall agreement between approximate and exact
solutions.

Fig. 4. Complex-valued dipole moment of a 3D hydrogen-like model
atom, measured in the metastable state born from the ground-state as a
function of the external field strength. Data obtained for two computa-
tional domain size L are shown, indicating fast convergence.
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infinity. It is thus crucial that our method works with the
metastable generalization of the dipole moment [Eq. (5)].

Importantly, comparing Fig. 4 to Fig. 1, one can see that
the behavior of the field-induced dipole is qualitatively the
same in the 3D system as in the exactly solvable 1D model.
This makes us believe that features of X 0�F � are quite generic.

Together with the field-dependent metastable ground-state
energy E0�F�, tabulation of the nonlinear of the dipole mo-
ment X 0�F � shown in Fig. 4 constitutes the core data that
characterize the quantum system, and makes it possible to cal-
culate its response to arbitrary pulsed excitation. Note that the
TDSE simulations to obtain these data sets require significant,
but only a one-time, numerical effort.

7. COMPARISON WITH TDSE SOLUTIONS

To demonstrate that the nonlinear response can be calculated
the same way also for a more realistic system, we have gener-
ated time-dependent solutions of the Schrödinger equation for
our hydrogen-like system, exposed to a near-infrared frequency
pulse. For comparison purposes, we remove the linear polari-
zation from our numerical solutions. We also remove a
low-frequency background, which contributes only to the
THz generation that would not affect dynamics of the driving
infrared pulse.

Figure 5 shows an example in which both Kerr-like and
plasma-like responses show up in the leading and trailing edge
of the pulse, respectively. Regimes like this one, when counter-
acting components of the nonlinear response manifest them-
selves on similar scales, are of utmost importance for extreme
nonlinear optics, since the filamentation physics is naturally
influenced by this kind of dynamic balance.

We have chosen the shape of the excitation pulse to have a
flat middle portion in order to better visualize different proc-
esses that would control the dynamics of the propagating pulse.
In the leading edge of the pulse, the polarization is in phase
with the optical field. During this time, the self-focusing re-
sponse dominates. In the trailing edge, in contrast, we see
the response being out of phase, which is a sign that it acts
mainly as a defocusing mechanism. In the temporal middle

of the pulse one can see that the two compete. Importantly,
the agreement between the numerically exact and the response
calculated with the proposed model is rather good.

8. APPLICATION EXAMPLE: FEMTOSECOND
FILAMENTATION

As an illustrative example of the utility of MESA, we consider a
femtosecond filament created by a 30 fs optical pulse propa-
gating in a model gaseous medium. The medium consists of
atoms at atmospheric pressure, each responding to the optical
field as described above. Besides the nonlinear atomic re-
sponse, the medium has a linear susceptibility, which we
choose to be the same as that of air. This is implemented as
a part of the linear optical propagator [22]. To execute the
simulation, we utilize the generalized unidirectional pulse
propagation equations framework (gUPPEcore) [23] with a
medium module that implements the MESA response.

The parameters of our illustration are chosen to create a
situation in which several processes affecting the dynamics
act simultaneously. In particular, we choose the wavelength
λ � 2 μm, for which the generation of new harmonics, along
with their subsequent “temporal walk-off,” are more relevant
than for 800 nm pulses.

Furthermore, we assume relatively tight focusing geometry,
with f � 50 cm. This is to verify that the defocusing proper-
ties of the model are sufficient to arrest the self-focusing col-
lapse, which is made more severe by the external focusing.
Figure 6, showing the on-axis energy fluence versus propaga-
tion distance for two different initial pulse intensities, demon-
strates that it is indeed the case.

The defocusing effects are mainly due to free electrons.
Figure 7 shows the linear density of generated freed electrons
are versus propagation distance. The model accounts for the
corresponding energy losses via the imaginary part of the in-
duced dipole moment.

Figure 8 shows the spectrum for propagation distances just
before and after the filament. Well-defined harmonic orders
are obvious before the collapse: they give rise to an additional
collapse regularization that is much stronger than for

Fig. 5. Nonlinear response of a hydrogen-like system to a λ � 2 μm
driving pulse indicated by the shaded area(s). The exact TDSE response is
shown by the blue dashed line, and the resonant-response model result is
shown in red.

Fig. 6. On-axis energy fluence in a filament created by a 30 fs,
λ � 2.0 μm pulse. The two curves represent simulations with the
indicated initial intensity.
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λ ∼ 800 nm. Eventually, an extremely broad supercontinuum
is generated in the filament (full line). In contrast to the more
studied near-infrared regime, at this and still longer wave-
lengths the spectral dynamics coupled with the dispersion
properties of the medium become the most important physical
mechanism controlling filamentation. It thus becomes crucial
that properties of third- and fifth-harmonic generation, to-
gether with free-electron generation and accompanying
energy losses, are all modeled in a unified manner, so that,
as the wavelength is varied, all processes are included in correct
proportion.

Importantly for our demonstration, all relevant effects are
captured in a self-consistent way, without the necessity and
even possibility of parameter tuning. To our knowledge, this
is the first demonstration of a filament simulation on an exper-
imentally relevant scale in which the light–matter interaction
description relies on first principles.

9. CONCLUSION

In summary, we have introduced the metastable state approach
for calculating the ultrafast, off-resonant nonlinear

optical response of gases, and demonstrated its accuracy and
computational economy. As a test bed, we employed a 1D
atomic model that allows for comparison of MESA against
exact solutions, and excellent agreement between the exact
and approximate results were obtained for the nonlinear opti-
cal response even using only a single metastable state in adia-
batic approximation. We have also identified post-adiabatic
corrections that are responsible for the slight increase of
ionization rate and for losses that the optical field suffers as a
consequence of ionization. The approach was also applied to a
3D hydrogen-like model with similarly good agreement be-
tween MESA and TDSE simulations. As a demonstration
of the computational economy of MESA, an example of opti-
cal filamentation was presented.

In the present work, we required knowledge of the proper-
ties of only a single metastable state, namely, the one that arises
from the system’s ground state. Higher order metastable states
were included only indirectly with the help of additional ap-
proximations. It will be interesting to explore the feasibility of
inclusion of several states in ψM . This should make it possible
to capture even more noninstantaneous effects, and help to
understand how a driven quantum system starts to exhibit
behavior dependent on its own history.

In future work we plan to apply MESA to simulation of
optical filamentation in current experiments, with argon, for
example, and also to explore the application to molecules to
allow simulation of air. While the initial TDSE-based charac-
terization of the given model atom or molecule becomes much
more demanding, the application of the method to such real-
istic systems remains conceptually the same. Recent progress in
direct experimental characterization of optical nonlinearities at
ultrafast time scales brought quantitative results concerning the
self-focusing nonlinearity [24] as well as free-electron genera-
tion [25] in various gases. Importantly, spatiotemporal profiles
of the nonlinear responses can now be obtained essentially free
of propagation effects, which complicate interpretation of
dynamics in other, for example, filamentation regimes. Com-
parison with these and similar future experiments should
provide a practical way to validate and benchmark the nonlin-
ear response models based on the approach proposed here.

To finish, we note that MESA yields a model for the ultra-
fast nonlinear optical response with no free parameters for a
given gas. Importantly, from a practical simulation point of
view, the approach has a computational complexity compa-
rable to that of the standard light–matter interaction model
used in optical filamentation. In this sense, the method
provides a microscopically founded replacement.
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Mobile devices are a ubiquitous technology, and many
researchers are trying to implement three-dimensional
(3D) displays on mobile devices for a variety of applica-
tions. We investigate a method to store compressed and
encrypted elemental images (EIs) used for 3D integral
imaging displays in multiple quick-response (QR) codes.
This approach allows user friendly access, readout, and
3D display with mobile devices. We first compress the
EIs and then use double-random-phase encryption to en-
crypt the compressed image and store this information in
multiple QR codes. TheQR codes are then scanned using
a commercial Smartphone to reveal the encrypted infor-
mation, which can be decrypted and decompressed. We
also introduce an alternative scheme by applying photon
counting to each color channel of the EIs prior to the
aforementioned compression and encryption scheme
to generate sparsity and nonlinearity for improved com-
pression and security. Experimental results are presented
to demonstrate both 3D computational reconstruction
and optical 3D integral imaging display with a Smart-
phone using EIs from the QR codes. This work utilizing
compressed QR encoded EIs for secure integral imaging
displays using mobile devices may enable secure 3D dis-
plays with mobile devices. © 2014 Optical Society of America

OCIS codes: (110.0110) Imaging systems; (110.6880) Three-dimen-

sional image acquisition; (060.4785) Optical security and encryption.

http://dx.doi.org/10.1364/OPTICA.1.000332

Integral imaging, a promising three-dimensional (3D) imaging
technique, has been extensively investigated in disciplines
as diverse as entertainment, medical sciences, robotics,

manufacturing, and defense [1–9]. Photon counting has been
incorporated with integral imaging [6,7] to reconstruct a 3D
image from a photon-starved environment. Recently, double-
random-phase encryption (DRPE) with photon counting has
been incorporated with integral imaging [7]. It was shown that
integral imaging can provide better security performance along
with the ability to secure 3D information. The DRPE tech-
nique [10–18] is able to encrypt and decrypt an image. There
have been numerous improvements to the encryption system to
enhance security [12–14] in the system.One encryption scheme
involves applying a photon-counting technique to the ampli-
tude of the encrypted image generating a photon-limited image
[6,7,15,17]. This technique limits the number of photons ar-
riving at a pixel. As a result, the decrypted image is sparse,
noise-like, and difficult to visually authenticate. In [17], a binary
image was encrypted and compressed using the full-phase
DRPE with photon counting and an iterative Huffman coding
technique, respectively, and stored in a quick-response (QR)
code. The QR code was then scanned by a QR reader built
in commercial Smartphones revealing the data. The scanned
data were then decompressed and decrypted revealing a
noise-like decrypted image that can be authenticated using non-
linear correlation filters [19–21]. In this Letter, we propose a
method to securely store a RGB elemental image (EI) in a
QR code by combining run-length encoding (RLE) [22] with
the Huffman coding compression [23] scheme along with
DRPE [10]. By storing data in a QR code [24–26], it is possible
to reduce the amount of information needed to transfer the EI.
We can store multiple EIs in QR codes that can be used in 3D
integral imaging reconstruction [1–9]. In addition, we present
an alternative scheme by first applying photon counting on the
EI followed by RLE, Huffman coding, and encryption to gen-
erate sparsity and nonlinearity due to Poisson transformation
for improved compression and security. Both computational
and optical reconstruction of the EIs is presented.

Integral imaging [1–9] can produce a 3D image of a
scene by recording multiple two-dimensional (2D) images
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of different perspectives of the scene, known as EIs. This is
achieved by using various pickup methods such as an array
of image sensors or a camera with a lenslet array, as shown
in Fig. 1(a). Reconstruction of the 3D scene from the recorded
EIs can be performed optically, as shown in Fig. 1(b), or com-
putationally. Optical reconstruction is performed by projecting
the EIs through a lenslet array to the image plane forming a 3D
scene. Computational reconstruction uses a virtual pinhole
array to inversely project the EIs to the image plane to obtain
the reconstructed scene as follows [4,6,9]:

R�x;y;z�� 1

O�x;y�×
XK −1

k�0

XL−1
l�0

Ekl

�
x −k

N x ×p
cx ×M

;y − l
N y ×p
cy ×M

�
;

(1)

where R�x; y; z� is the intensity of the reconstructed 3D image
at depth z; x and y are the index pixels, Ekl is the intensity of
the kth column and the l th row of the EIs, K and L are the
total numbers of EIs in the column and row, respectively, Nx
and Ny are the total numbers of pixels for each EI, M is the
magnification factor z∕g; g is the focal length, p is the pitch
between image sensors, cx ; cy are the spatial sizes of the image
sensor, and O�x; y� is the overlapping number matrix.

DRPE is used to encrypt the input image [10]. One-
dimensional (1D) notation will be used in explaining the
encryption method. To implement the encryption scheme, let
x and υ denote the spatial and frequency domains, respectively,
f �x� be the primary input image, and n�x� and b�υ� represent
random noises that are uniformly distributed over the interval
[0,1]. The encrypted image is

ψ�x� � ff �x� × exp�i2πn�x��g � h�x�; (2)

where * denotes convolution and × denotes multiplication,
exp�i2πn�x�� is a phase mask, and h�x� is a function whose
Fourier transform is exp�i2πb�v��.

The decryption process is the reverse of the encryption
process. The Fourier transform of the DRPE image, ψ�x�,
is multiplied by the complex conjugate image of the phase
mask, exp�−i2πb�ν��. The Fourier transform is taken once
more. The intensity of the image can then be recorded, which
produces the decrypted image, f decrypt�x�, if the primary input
image is real and positive.

RLE [22] is a lossless compression technique that represents
a series of repeated data by stating the number of times the data
are repeated followed by the repeated integer. For example,

[8 8 8 8 8] is represented by [5 8]. Huffman coding [23]
is a dictionary-based compression technique that can be com-
bined with RLE to allow for sufficiently small images to be
stored in a QR code. By combining the two compression
methods, less information is stored in the QR code, improving
the ability of a Smartphone to scan the QR code [24].

We compress each channel of the RGB image using RLE
followed by Huffman coding. The DRPE [Eq. (2)] is used to
encrypt each channel of the compressed image. Due to the
ciphered images being complex, both the real and imaginary
parts must be retained. As a result, both are stored in separate
QR codes, which are generated using the ZXing project [25].
In addition, the encrypted images are rounded to one decimal
place to minimize the amount of necessary information stored
in the image. Each ciphered channel of the RGB image can
then be stored in separate QR codes. Moreover, we can use
the same encryption keys for each color channel. For a single
RGB image, six QR codes are used in our experiments. The EI
must be sufficiently small so that the compressed and en-
crypted data can be stored in a single QR code.

Once the QR code has been scanned, the data can be
successfully decrypted if the decryption keys are known. In
addition, the image can be decompressed if the dictionary
associated with the Huffman code compression is known;
no dictionary is required to decompress the RLE algorithm.

Figure 2(a) depicts a 19 × 19 pixel input RGB image. For
brevity, the red channel of the RGB image is explained. The
process can be repeated for the other channels. Figure 2(b)
shows a QR code that stores the real part of the ciphered input
image, while Fig. 2(c) shows the imaginary part of the ciphered
input image. Figures 2(d) and 2(e) display the compressed and
encrypted data stored in the QR codes using the iPhone SCAN
application. After decompressing and decrypting the necessary
data, the three color channels of the decrypted image are com-
bined to form the decrypted RGB image as shown in Fig. 2(f).

To determine the degree of degradation (if any) due to
DRPE combined with RLE and Huffman coding compression
schemes, the mean squared error (MSE) is calculated as

MSE � 1

NM

XN−1

n�0

XM−1

m�0

�f decrypt�xn; ym� − f �xn; ym��2; (3)

Fig. 1. (a) Pickup and (b) display stages of an integral imaging system.

Fig. 2. (a) 19 × 19 pixel RGB image; (b) and (c) display the QR codes
containing the real and imaginary information for the red color channel
from the compressed and ciphered image shown in (a), respectively; (d)
and (e) depict a scanned QR code using the iPhone SCAN application
revealing the real and imaginary information from the compressed and
ciphered image, respectively, for the red color channel of the image
shown in (a); (f) shows the decrypted and decompressed image.
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where n and m are pixels in the x and y directions, respectively,
N and M represent the total number of pixels in the x and y
directions, respectively, f decrypt�xn; ym� is the decrypted and
decompressed RGB image, and f �xn; ym� is the original
RGB image.

Since both Huffman coding and RLE are lossless, and no
information is lost during DRPE, the MSE calculated between
the images shown in Figs. 2(a) and 2(f) is 0.

It is possible to store multiple encrypted and compressed
images in multiple QR codes as shown in Fig. 3. Each QR
code can be scanned allowing for every EI to be recovered.
Thus, this approach can have applications in integral imaging
reconstruction by storing the EIs in QR codes.

A 3D integral imaging experiment was conducted for
computational integral imaging reconstruction. Each EI used
identical encryption and decryption keys. Moreover, identical
encryption keys were used in the spatial and frequency do-
mains. Four 19 × 19 pixel RGB EIs, shown in Fig. 4(a), were
generated using 3Ds Max. The 3D scene consists of a green
“3” and red letter “D” located 65 and 115 mm away from a
lenslet array. These images were compressed using RLE fol-
lowed by Huffman coding compression and then encrypted
with DRPE. These EIs were decrypted and decompressed
revealing the original EIs.

Computational reconstruction results using Eq. (1) were ob-
tained. Figure 4(b) depicts the computational reconstruction at
65 mm focused on “3,” while Fig. 4(c) depicts computational
results at 115 mm focused on “D.”

Storing a large quantity of EIs in multiple QR codes may
prove burdensome and inconvenient. Regardless, with improv-
ing camera resolution and hardware of Smartphones, it will be
possible in the future to store more information in QR codes.
Thus, it may be feasible to store a prodigious number of
encrypted and compressed EIs in QR codes. An optical
experiment was carried out using the proposed compression
and encryption scheme to secure EIs for 3D display. Using

3Ds Max, 54 × 96 RGB EIs, similar to the EIs shown in
Fig. 4(a), were used, which were each 19 × 19 pixels. As before,
each EI used identical encryption and decryption keys. These
images were then compressed using RLE followed by Huffman
coding compression and encrypted with DRPE. Each EI had
identical encryption keys for both the spatial and frequency
domains. These EIs were then decrypted and decompressed
revealing the EIs. An HTC One Smartphone was used to
display the optical reconstruction. Figure 5 depicts the
experimental setup for optical reconstruction using an HTC
One Smartphone and a lenslet array. Table 1 presents the
experimental parameters.

Figure 6(a) depicts the 3D optical reconstruction using
the primary EIs, while Fig. 6(b) depicts the 3D optical
reconstruction using the decompressed and decrypted EIs.
The reconstruction results using our proposed method are as
good as the conventional method. There is no visible loss of in-
formation due to compression, encryption, and QR encoding.

Storing data in QR codes holds many practical advantages
due to not requiring any specialized hardware to scan the QR
code. Moreover, Smartphones are a ubiquitous technology.
The proposed technique of storing QR codes can potentially be
modified by creating a video barcode as described in [26] to allow
a faster user experience when scanning multiple QR codes.

We now introduce an alternative compression and security
approach. We first apply photon counting [6,7,15,17] to each
channel of an RGB EI, f �x; y�. Photon counting is described
by a statistical method for a limited number of photons that
arrive at a pixel. Thus, the lower the total number of photons
in the image, the fewer the number of photons that arrive at a
pixel. By reducing the number of photons, it is possible to have
more sparsity, improving the RLE compression scheme used
prior to Huffman coding. Also, the nonlinear transformation
introduced by photon counting improves the security. Photon
counting can be modeled as a Poisson distribution:

Fig. 3. Storing multiple RGB encrypted EIs inside of multiple QR
codes.

Fig. 4. 19 × 19 pixel RGB: (a) EIs that were compressed using RLE
and Huffman coding followed by encryption using DRPE; (b), (c) com-
putational 3D integral imaging reconstructions with four EIs at a distance
(range) of (b) 65 mm focused on “3” and (c) 115 mm focused on “D.”

Fig. 5. Optical 3D integral imaging display setup using a Smartphone
and a lenslet array.

Table 1. Specifications of 3D Display Setup

HTC One Smartphone
Display Panel

Resolution 1080�V� × 1920�H�
Pixel Size 54.1 μm

Lenslet array Pitch 0.985 mm
Focal length 3.3 mm
Numbers of

lenses
54�V� × 96�H�
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P�l j;λj��
�λj�l j e−λj

l j!
; for λj > 0; l j ∈ f0;1;2;…g; (4)

where l j is the number of photons detected at pixel j and λj is
the Poisson parameter defined as Npxj, where Np is the num-
ber of photons in the scene and xj is the normalized irradiance
at pixel j such that

PJ
j�1 xj � 1 with J being the total number

of pixels. Moreover, the normalized irradiance is defined as
jf �xm; yn�j∕

PM
m�1

PN
n�1 jf �xm; yn�j, where m and n denote

pixels in the x and y directions, respectively, and M and N
represent the total numbers of pixels in the x and y directions,
respectively.

A 54 × 96 RGB EI array with each EI being 19 × 19 pixels,
similar to the EI depicted in Fig. 7(a), was used for 3D photon-
counting imaging compression and security. The object
chosen was a color gradient teapot generated by 3Ds Max.

Photon counting was applied to each channel of the RGB
EI as shown in Fig. 7(b) using 3000 photons or about eight
photons per pixel on each channel of the 19 × 19 RGB image.
RLE is then applied, followed by Huffman coding and DRPE.
The image was then decrypted and decompressed. Optical
reconstruction using an HTC phone (see Table 1) was used
to reconstruct the image [see Eq. (1)]. Figure 7(c) depicts
the optical reconstruction showing the original EI, while
Fig. 7(d) depicts the optical reconstruction using the photon-
limited EI. The MSE [see Eq. (3)] was calculated to determine
the degree of degradation for each individual color channel.
For comparison, both images were normalized to [0,255].
The MSE for the red color channel was calculated as
62.94, the green channel was 1.07, and the blue channel
was 19.73. Thus, there was some degree of degradation;

however, visually the 3D optical reconstruction of the
photon-counted image can still be discerned.

A comparison of the compression with and without photon
counting was conducted. It was found that for a sufficiently
lower number of photons, the photon-counting method helped
to improve the compression scheme. Using the EIs in Figs. 7(c)
and 7(d), the total length of the Huffman code following RLE
was compared. It was found that the red channel was 21.7%
shorter and the blue channel was 18.53% shorter; there were
no green channel components in the test image. These results
show that photon counting may allow for larger EIs to be stored
in QR codes after compression and encryption.

We have presented a method and experiments for secure
integral imaging as a potential approach to store EIs in QR
codes for 3D displays. The compressed and encrypted EIs us-
ing DRPE can be stored in multiple QR codes to be scanned
by a commercial Smartphone revealing the encrypted and
compressed EIs. This data can then be decrypted and decom-
pressed to obtain the original EIs for secure 3D integral im-
aging displays. We also present an alternative compression
and security scheme by applying photon counting to the input
image followed by compression and encryption. By using pho-
ton counting, the compression and security system improve at
the cost of diminished image quality. Future work may include
alternative algorithms for encrypting the EIs, compressing the
EIs, and video scanning the QR codes.
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Fig. 6. 3D display results using Smartphone. (a) 3D optical
reconstruction with integral imaging using the primary EIs. (b) Optical
3D reconstruction using the decrypted and decompressed EIs obtained
from the compressed DRPE EIs in QR codes.

Fig. 7. 3D photon counting integral imaging compression and security
experiments. A 54 × 96 EI array consisting of 19 × 19 pixel RGB EIs was
used. (a) Shows an EI, while (b) depicts the corresponding photon-
limited EI using about eight photons per pixel on each color channel
of the EI. 3D optical reconstruction after decryption and decompression
is shown (c) using original EIs and (d) when photon counting on the EIs
was used.
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Photons carry momentum, and thus their scattering not only modifies light propagation but at the same
time induces forces on particles. Confining mobile scatterers and light in a closed volume thus generates a
complex coupled nonlinear dynamics. As a striking example, one finds a phase transition from random
order to a crystalline structure if particles within a resonator are illuminated by a sufficiently strong laser.
This phase transition can be simply understood as a minimization of the optical potential energy of the
particles in concurrence with a maximization of light scattering into the resonator. Here, we generalize the
self-ordering dynamics to several illumination colors and cavity modes. In this enlarged model, particles
adapt dynamically to current illumination conditions to ensure maximal simultaneous scattering of all
frequencies into the resonator as a sort of self-optimizing light collection system with built-in memory.
Such adaptive self-ordering dynamics in optical resonators could be implemented in a wide range of systems
from cold atoms and molecules to mobile nanoparticles in solution. In the quantum regime, it enables
exploration of uncharted regions of multiparticle phases, allowing simulation of Hopfield networks, asso-
ciative memories, or generalized Hamiltonian mean field models. © 2014 Optical Society of America

OCIS codes: (270.0270) Quantum optics; (140.6630) Superradiance, superfluorescence; (020.7010) Laser trapping.

http://dx.doi.org/10.1364/OPTICA.1.000336

1. INTRODUCTION

Polarizable particles in an optical resonator which are coher-
ently illuminated from the side at sufficient intensity will
undergo a phase transition from homogeneous to crystalline
order accompanied by super-radiant collective light scattering
[1–3]. This transition can be understood from a simultaneous
maximization of collective scattering of pump light into the
cavity and the depth of the corresponding optical potential cre-
ated via interference of pump and cavity light [4,5]. In a mono-
chromatic plane wave geometry, the particles form a Bragg-like
grating structure, which optimally couples cavity and pump
wave so that the intensity of the scattered light grows with
the square of the particle number. In a lossy cavity, the order-
ing process is dissipative and cools the particles, so that in
the long time limit light is constantly collectively scattered
into the cavity. For varying frequency and geometry of the

illumination, the particles continuously tend toward a configu-
ration with maximal scattering, rendering the system an
adaptive self-optimizing light collection device.

Here, we study a generalized model of these self-ordering
dynamics with several light frequencies applied simultane-
ously, each of which tends to push the particles toward a
competing order. As generic example, we study a spectral com-
position of laser light with several light frequencies tuned
closely to different cavity modes. As the longitudinal cavity
modes form an equidistant comb of distinct resonances, a cor-
responding illumination is implementable with standard comb
technology at comparable technical complexity to the single-
mode case. For sufficiently distinct pump frequencies, light
scattering between different modes can be neglected. Hence,
no precise phase locking is required and also the computational
complexity of the model grows only linearly with the number
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of modes. Besides studying the multitude of stationary
solutions of the coupled particle-field dynamics, we also
numerically compute the time evolution for larger particle
ensembles and illumination frequencies, including friction
and momentum-diffusion terms. Note that a more complex
dynamics arises for cavities with degenerate mode families
as, e.g., in a confocal cavity, which already exhibits a very rich
structure for a single pump frequency [6,7]. Interestingly, even
for particles in free space, collective light scattering can induce
some spatial bunching and ordering via optical binding, which
has been extensively studied in theory and experiments [8–15],
and a rather complex motional dynamics via collective light
scattering is also predicted for corresponding multifrequency
configurations as, e.g., optical lattices [16].

After a short presentation of the semiclassical dynamical
model in Section 2, we will study the forces and stationary
states in generic two- and three-particle configurations in
Section 3. Typical scenarios of dynamical evolution trajectories
in the particle-field phase space of growing complexity are
studied in Section 4, which is followed by long-term studies
of many-particle dynamics including memory effects.

2. MODEL

We consider N identical polarizable point particles of mass m
representing, e.g., individual atoms, molecules, or nanopar-
ticles trapped within an optical resonator supporting a large
number of modes of similar finesse with wave numbers kn :�
nk and frequencies ωn (see Fig. 1). The particles are illumi-
nated transversely by lasers with frequencies ωp;n, each closely
tuned to one of the cavity modes but sufficiently detuned from
internal optical excitations to ensure linear polarizability and
negligible spontaneous emission. Each particle scatters light
in and out of the nth cavity mode with phase and coupling
strength ηn sin�knxj� depending on its position xj. For com-
putational simplicity, we restrict the particles’ motion along
the cavity axis, but 2D and 3D traps should lead to essentially
similar physics. Following standard adiabatic elimination pro-
cedures, the coherent dynamics of the system can be described
by the effective Hamiltonian [5]

H �
XN
j�1

p2j
2 m

� ℏ
X
n∈I

�
−

�
δc;n −U 0;n

XN
j�1

sin2�knxj�
�
a†nan

� ηn
XN
j�1

sin�knxj��an � a†n�
�
: (1)

Here, ηn is the effective pump strength, U 0;n is the light
shift per photon, and δc;n :� ωp;n − ωn is the detuning be-
tween laser and cavity mode frequency. For nanoparticles,
U 0;n is directly proportional to the particle’s polarizability
[17]. xj and pj denote position and momentum of the jth par-
ticle, while an and a†n are the bosonic annihilation and creation
operators of the nth cavity mode field. The illumination pat-
tern is specified by choosing a subset I ⊂ N of modes with
pump amplitudes ηn. Including dissipation via cavity photon
loss requires us to solve the master equation

_ρ � −
i
ℏ
�H; ρ� � Lρ; with

Lρ :�
X
n

κn�2anρa†n − a†nanρ − ρa†nan� (2)

being a Liouvillian damping operator L.
While the full quantum model exhibits intriguing physical

behavior as quantum phase transitions even for a single
frequency [7,18], the enlarged case of two modes and few
particles already touches the limits of current numerical
computability [19]. Here, we focus on the essential physics
of crystallization and collective light scattering for many par-
ticles and modes, which forces us to use simplifications.
Hence, we treat particle motion classically and assume coher-
ent states with complex amplitudes αn for the cavity modes.
Fortunately, this approximation works well in related treat-
ments of cavity cooling [6] and self-ordering. The correspond-
ing semiclassical equations for the coupled particle-mode
dynamics can be written as [5]

_xj �
pj
m
; (3a)

_pj � −ℏ
X
n∈I

kn�U 0;njαnj2 sin�2knxj�

� ηn�αn � α�n� cos�knxj��; (3b)

_αn � i�δc;n −U 0;n

XN
j�1

sin2�knxj��αn − κnαn

− iηn
XN
j�1

sin�knxj� � ξn: (3c)

The Langevin noise term ξn and the weak frequency
dependence of U 0, δc , and κ will be mostly neglected in
the following. These equations, obtained in similar form pre-
viously [6,20], contain the essence of multicolor self-ordering.
Generalizations to include spontaneous emission leading to
extra momentum diffusion of the particles are straightforward
to introduce in principle, but are much harder to analyze in
practice.

Fig. 1. Mobile particles inside a lossy multimode optical resonator
with decay rate κ illuminated by various laser beams with pump strengths
η1, η2, and η3.
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3. SELF-ORDERED STATES AND LIGHT
SCATTERING OF FEW PARTICLES IN A
MULTICOLORED FIELD

Before starting a detailed and extensive numerical analysis, let
us first examine a few simple but instructive few-particle cases
where we look for stationary states. In the bad cavity limit,
where cavity losses happen on a shorter timescale compared
to particle motion, the field adiabatically follows the particle
positions and can be expressed in the form

αn�x1;…; xN � � ηn

P
j sin�knxj�

δc − U 0

P
j sin

2�knxj� � iκ
; (4)

where we neglect the n-dependence of U 0, δc , and κ. This
immediately shows that a homogeneous particle distribution
possesses a close to zero field as the sum in the numerator will
vanish. Only an ordered configuration will show significant
scattering with an amplitude proportional to the particle num-
ber in the best case, when all sines in the sum are of same sign
and order 1. Such a configuration is connected to a particular
wave vector kn, but one can envisage particle distributions
which are close to optimal for several distinct frequencies. Note
that the denominator shows resonant scattering enhancement
if δc is suitably shifted from the bare cavity resonance δc � 0 to
induce a deep optical potential and stable particle order.

In the bad cavity limit, the force on the jth particle
[Eq. (3b)] thus is effectively a function F j�x1;…; xN � of
the particle positions. Hence, when we determine the points
in configuration space where all F j’s are vanishing, we obtain
the equilibrium points of the system. To determine their sta-
bility in a strongly damped case, where _xj ∝ F j�x1;…; xN �, a
stability criterion which only involves checking the sign of the
real part of the eigenvalues of the Jacobian of the vector con-
taining the F j’s is employed.

A. Two Particles

As a first nontrivial example, we consider two particles subject
to transverse red-detuned multicolor pumping, where we first
choose low-order cavity modes to graphically better display the
physics. Depending on their positions, they scatter a different
fraction of the various pump fields into the cavity. For the
known case of a single pump frequency as shown in Fig. 2
on the left, we find a periodic pattern of strong scattering con-
figurations when both particles sit on field antinodes with the
same phase. Adding extra pump lasers close to other longi-
tudinal modes only slightly shifts the stable equilibrium points
with respect to the single-pump frequency configuration and
creates some extra equilibria (see Fig. 2 on the right). However,
the total amount of scattered light Ptot �

P
njαnj2 at each sta-

ble point now strongly varies, which implies different local trap
depths. In a statistical equilibrium distribution, one will then
find the particles more likely in deeper potential wells. As these
are naturally associated with stronger light scattering, the sys-
tem adapts toward optimal light collection. Note that strong
scattering more likely occurs along the diagonal, where both
particles occupy the same well and scatter with exactly the same
phase.

Clearly, the optimum scattering positions for the different
frequencies do not coincide, as demonstrated in Fig. 3, where
we color-code three different scattering intensities by different
colors. For most particle positions one or two colors dominate,
but there are a few spots with nearly equal intensity scattering,
yielding “white” scattered light.

B. Three Particles

The more complex case of three particles and several frequen-
cies invokes a configuration space of a cube of length
λ � 2π∕k. The distribution of the stable equilibrium points
for two different illumination conditions is depicted in Fig. 4
by small spheres, where size and color of the spheres represent
the total amount of scattered light at the corresponding stable
point. Again, the points with maximum scattering are on the
diagonal (i.e., all three particles are in the same well). Note that
in the chosen example, the number of stable points is much
larger than for two particles; it strongly increases with particle
number as the number of possible distributions of particles

Fig. 2. Scattered light intensity and stable configurations (red dots) for
two scatterers as function of position within one wavelength of the
fundamental mode. The density plot shows the associated cavity light
intensity Ptot and the contours give zero-force lines for each particle
illuminated with frequencies near the five lowest-order modes ωn,
n ∈ f1; 2; 3; 4; 5g. On the left, we only pump at the fifth mode,
i.e., ηl∕η � �0; 0; 0; 0; 1�, while on the right four modes are pumped,
i.e., ηr∕η � �1; 0; 1; 1; 1�. Parameters are η � 5κ∕8, NU 0 � −κ∕10,
δc � NU 0 − κ.

Fig. 3. Total scattered light intensity as in Fig. 2 for three pump
frequencies ηv∕η � �0; 1; 1; 1; 0�, with the different mode intensities
color coded. In white areas, all three modes oscillate.
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among the optical potential minina grows. Note, however, that
the optical potential has to be self-consistently derived from
the particle distribution, so that we were not able to find
an explicit corresponding scaling law with particle number.

4. ADAPTIVE DYNAMICS OF THE COUPLED
PARTICLE FIELD SYSTEM

So far, we have studied light fields and forces at fixed particle
positions, where points of vanishing force give equilibrium
positions. Equations (3), however, also describe dynamical
properties of the system. As known from the single-mode case,
the delayed field response during the self-ordering for negative
detuning induces friction (cavity cooling) so that the system
reaches a steady state [20]. To mimic cavity cooling as well
as other possible damping, e.g., by a background gas in the
system, in the following numerical simulations we simply
add an effective linear friction force f μ � −μ_pj to Eq. 3(b).
This is only an approximation to the actual full dynamics,
but will guide the system toward a stationary equilibrium state
as desired.

A. Dynamics for Strongly Damped Particle Motion

Let us study the coupled particle-field dynamics in a simplified
form first, where the friction force is large so that the particles
quickly relax to a stationary velocity for a given light force (over
damped case). The light fields in turn will continuously adapt
to the current particle positions and the coupled system evolves
to a close-by equilibrium configuration exhibiting a local light
scattering maximum similar to the case of a self-consistent op-
tical lattice [21]. When the illumination condition changes,
the particles will evolve toward a new equilibrium point, which
better adapts to the momentary pump field configuration. We
visualize these dynamics by periodically repeating a series of
different pump light patterns. In this case, after some initial
position changes, the particles find a suitable closed loop in
the configuration space and periodically follow the illumina-
tion sequence. In each step, they quickly arrange to a local
optimum configuration to maximize combined light scatter-
ing. Due to the complexity of the optical potential landscape,
for different initial conditions a multitude of such loops are

attained for the same illumination sequence. These can be
distinguished by a characteristic corresponding output inten-
sity sequence. Typical paths in the configuration space of three
particles for a specific illumination sequence with different
initial positions are shown in Fig. 5, nicely demonstrating this
effect.

B. Dynamics with Noise Forces on the Particles

In any real system, damping is accompanied by noise forces on
the particles, which in a simple form are modeled by random
momentum kicks on individual particles as used for Brownian
motion. Their effective strength relates to a temperature
parameter. In the full dynamics [Eq. (1)], we also get white
noise term ξn representing field fluctuations as derived in
Ref. [20], which in the optical domain at room temperature
just represent vacuum fluctuations of the cavity field. While in
a quantitatively correct description, these and even more noise
sources would have to be carefully modeled and scaled, we
restrict ourselves here to their qualitatively most important
effect, which is that they render the force-free stationary con-
figurations of the particles metastable. Driven by fluctuations,
the system will eventually leave any such equilibrium configu-
ration and evolve toward a new metastable state. In Fig. 6, we
show a typical simulated trajectory for two scatterers over an
extended time. While the particles rapidly evolve in the dark
areas between different equilibrium points, the trajectory
concentrates close to bright areas of the background picture,
denoting strong light scattering. The system thus explores a
large volume of configuration space but preferentially stays
at points of strong scattering, where trapping is efficient.

This effect of localization near scattering maxima is
displayed more quantitatively in Fig. 7. On the left we see that
often both particles stay in the same well, with kx1;2∕π hop-
ping between 0.5 and 1.5. These configurations correspond to
points of maximal scattering as shown in the right picture. Be-
cause available phase space is rather limited for two particles in

Fig. 4. Stable equilibrium configurations for three particles repre-
sented by spheres, whose size and color encode the amount of scattered
light Ptot in this configuration. Illumination is set to ηl∕η �
�1; 0; 1; 0; 1� on the left and ηr∕η � �1; 0; 1; 1; 1� on the right, with
the other parameters fixed as in Fig. 2.

Fig. 5. Configuration space trajectories for three particles with
periodically time-varying illumination starting at different initial posi-
tions. ηt∕η periodically cycles through five different illumination condi-
tions given by �1; 0; 1; 0; 0; 0; 1�, �0; 1; 1; 0; 1; 1; 0�, �0; 0; 1; 0; 1; 0; 0�,
�0; 1; 1; 1; 1; 1; 0�, �1; 1; 1; 1; 0; 1; 0�. The illumination changes after
the system has reached a stable (zero force) point (red dots). Parameters
are η � κ∕5, NU 0 � −κ, and δc � NU 0∕2 − 2κ.
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1D, they will eventually meet each other at the same position
where collective scattering is strongest. As the trapping poten-
tial is deeper at such points, the time it takes the particles to
diffuse out of the corresponding optical well is much larger
than for shallow minima with low light scattering. Hence,
adding noise finally helps the particles to find more stable
equilibria with enhanced scattering rates, which is the basis
of the system-inherent scattering optimization mechanism.
This dynamic adaptation and optimization mechanism cer-
tainly requires and deserves a more in-depth and quantitatively
accurate study. However, due to the large number of param-
eters and possible mode choices, a systematic investigation goes
beyond the scope of this work and we will concentrate on a
different aspect, namely the memory properties of the dynam-
ics in the following.

C. Time Evolution of Larger Ensembles with Randomly
Varying Pump Light

While the previous examples nicely illustrate the basic physical
mechanism of multicolor self-ordering, more interesting sce-
narios appear for many higher-order modes and larger particle
numbers with smaller individual couplings. Since in the cor-
responding configuration space, a huge number of stationary
states corresponding to local energy minima exist, it is far less
likely for the system to come close to a global optimum, and
many intermediate configurations appear. In the following, we
consider many particles and tens of modes to study the extent
to which we still get enhanced collective light scattering into
several modes. Fortunately, in the classical regime of particle
and field dynamics, this only requires a moderate increase in
computing power. As particle phase space cannot be graphi-
cally depicted here, we show only important collective quan-
tities as the total light intensity Ptot �

P
njαnj2 scattered into

all modes, and the sum of order parameters for all modes

Θtot �
X
n

jΘnj; Θn �
1

N

X
j

sin�knxj�; (5)

where Θn quantifies how close the system is to perfect order
with respect to the nth mode.

Of course, for large particle and mode numbers with
numerous parameter choices, we can only discuss a few typical
cases. As before, we assume high field-seeking particles and
sufficiently red-detuned cavity pumping to avoid heating
and nonlinear instabilities. Since we are interested in finding
stationary configurations not so much in the precise time
evolution toward them, we assume sufficiently strong friction
again with negligible noise. We choose five illumination
patterns consisting of about 50 distinct frequencies nk of
equal pump strength η randomly chosen out of the set
fn1; n1 � Δn;…; n1 � 99Δng, with n1 � 1003 and Δn � 7.

As in Section 4, we switch between the chosen illumination
patterns after a prescribed time, when a stationary configura-
tion is reached and the particles do not move anymore. In con-
trast to the periodic repetition considered previously, here we
randomly choose one of the five patterns at every switch so that
no closed loops are attained and the system will evolve non-
trivially on a longer timescale.

One realization of these dynamics is shown in Fig. 8, where
we plot the total scattered light intensity Ptot and the order
parameter sum Θtot. We observe that Ptot and Θtot is roughly
monotonically increasing, demonstrating that the system con-
tinuously improves its adaptation to the changing illumina-
tion. Due to the vast amount of possible configurations,
this is a rather slow process, continuing at least to 8000
switches. After a sufficiently long time, the particles have found
areas of configuration space with well-adapted positions to all
five illumination patterns. Both the time needed to reach such
a state and the resulting light intensity strongly vary for differ-
ent realizations (i.e., different sequences of illumination
patterns), but the qualitative behavior is generally similar.
Interestingly we observed that if one particular mode is
pumped in all of the applied illumination patterns, i.e., it is

Fig. 6. Typical trajectory of two particles with static illumination
ηs∕η � �1; 0; 1; 1; 1; 0; 1� and random momentum kicks at time inter-
vals Δt � 2∕κ and friction μ � 2κ, with the yellow dot indicating
the initial position. As in Fig. 2, the background density shows the scat-
tered intensity Ptot and red dots indicate equilibrium positions with zero
average light force. Other parameters are η � κ∕5, U 0 � −κ∕2, and
δc � NU 0∕2 − 2κ.

Fig. 7. Positions of the two particles’ modulo 2 wavelengths (upper
graph) and scattered light intensity Ptot (lower graph) for the trajectory
of Fig. 6 with ωR � κπ2∕10. The particles spend most time at points of
high scattering at x12 ∼ λ∕4 or 3λ∕4.
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kept on continuously, the scatterers often preferentially adapt
to scatter into this particular mode with much less light scat-
tered to the others. Such a trapping gets more likely the higher
the order of the mode is, as such a mode possesses more local
minima. Overall, such a dominance of a particular mode re-
sults in a lower total scattering intensity summed over all
modes. We also observe that the number of particles in clusters
(i.e., with zero distance) grows with increasing Θtot. This
mimics a lower effective particle number with higher individ-
ual coupling. In a more realistic model in 2D or 3D, such clus-
ters can be expected to form much slower, and momentum
diffusion will eventually split existing clusters and prevent
lumping of the system.

Note that one can also interpret the adaptive ordering as
acquisition of a memory of past illumination conditions.
We see that when we apply any of the five illumination pat-
terns after a long time evolution, more light will be scattered
for each configuration than for the random particle distribu-
tion in the beginning. Hence, the system remembers that this
illumination has been applied before, with the information
stored in the order of the atoms.

5. CONCLUSIONS AND OUTLOOK

We have seen that the coupled particle-field evolution of
mobile scatterers with multifrequency illumination in an
optical resonator exhibits a wealth of intriguing phenomena
beyond simple regular self-ordering. For a proper choice of
the detunings and pump powers, the particles evolve toward
a multitude of different spatial configurations, locally minimiz-
ing their optical potential energy and at the same time maxi-
mizing total light scattering into the cavity. For time-varying
illumination conditions, the system continuously optimizes its
light-scattering properties and acquires a memory of past con-
ditions. This speeds up adaptation to a new equilibrium when
similar conditions reappear, which increases overall scattering

efficiency with time. Adding noise and diffusion allows the sys-
tem to explore larger volumes of configuration space, which
results in a configuration diffusion dynamics toward close
to optimum scattering conditions for many light frequencies
simultaneously. This includes concurrent super-radiant scat-
tering into several cavity modes. Hence, we can consider
the system an adaptive and self-learning light collection system
with built-in memory. While implementations with a cold gas
in a high-Q cavity would give straightforward possibilities to
experimentally study such dynamics, alternative setups using
mobile nanoparticles in solutions provide equally interesting
experimental platforms [22].
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The question of how long a tunneling particle spends inside the barrier region has remained unresolved
since the early days of quantum mechanics. The main theoretical contenders, such as the Buttiker–
Landauer, Eisenbud–Wigner, and Larmor time, give contradictory answers. On the other hand, recent at-
tempts at reconstructing valence electron dynamics in atoms and molecules have entered a regime where the
tunneling time genuinely matters. Here, we compare the main competing theories of tunneling time against
experimental measurements using the attoclock in strong laser field ionization of helium atoms. The atto-
clock uses a close to circularly polarized femtosecond laser pulse, mapping the angle of rotation of the laser
field vector to time similar to the hand of a watch. Refined attoclock measurements reveal a real (not in-
stantaneous) tunneling delay time over a large intensity regime, using two independent experimental ap-
paratus. Only two theoretical predictions are compatible within our experimental error: the Larmor time
and the probability distribution of tunneling times constructed using a Feynman Path Integral formulation.
The latter better matches the observed qualitative change in tunneling time over a wide intensity range, and
predicts a broad tunneling time distribution with a long tail. The implication of such a probability dis-
tribution of tunneling times, as opposed to a distinct tunneling time, would imply that one must account
for a significant, though bounded and measurable, uncertainty as to when the hole dynamics begin to
evolve. We therefore expect our results to impact the reconstruction of attosecond electron dynamics
following tunnel ionization. © 2014 Optical Society of America

OCIS codes: (020.2649) Strong field laser physics; (020.4180) Multiphoton processes; (240.7040) Tunneling.

http://dx.doi.org/10.1364/OPTICA.1.000343

1. INTRODUCTION

The tunneling time problem is almost as old as quantum me-
chanics itself and is a highly debated subject [1]. Time is not a
quantum observable, and therefore many conflicting theories
have been developed over the decades [1–5], but definitive
experiments were largely impossible and awareness of the con-
troversy in the broader scientific world faded. More recently
within the ultrafast science community, tunneling time is
implicitly assumed to be deterministic and, in fact, very often
posited to be instantaneous or imaginary [6,7]. Hence, even
the best techniques for imaging valence electron dynamics
in atoms and molecules are founded on a deterministic time
at ionization [6,8–10]. On the other hand, it is widely accepted

in the tunneling-time community that the time is not instanta-
neous or even deterministic [1–3,5,11,12].

Our refined attoclock measurements using two indepen-
dent measurement apparatus provide substantial advances in
these key issues for both communities. Over a range of inten-
sities, we show that only two prominent tunneling time
theories are compatible with our experiments—and that the
compatible probability distribution of times is broad enough
to have significant impact on current experimental interpreta-
tion and reconstruction of hole dynamics.

2. ATTOCLOCK MEASUREMENTS

The attoclock definition of tunneling delay time relies on
two independent measurements based on two observables.

2334-2536/14/050343-07$15/0$15.00 © 2014 Optical Society of America
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Observable 1 is the polarization axis of the elliptically polarized
light and observable 2 is the electron momentum vector. The
angular orientation of the most probable momentum vector
with respect to the polarization ellipse yields time delays as
the hands of a watch indicate time (see [13] for further detail).
Prior attoclock measurements [13] found an upper limit on
tunneling time of around 40 as, but within a narrow intensity
range, and hence observed no significant trends. More recent
attoclock measurements in helium and argon covered high
intensities, corresponding to very fast tunneling delay times,
and therefore could not resolve tunneling time within exper-
imental error [14]. Another recent experiment measured the
time an electron involved in high harmonic generation
(HHG) exits the barrier [6]. However, the absolute timing
of ionization, and therefore the tunneling time, was not
accessible [7].

Tunnel ionization occurs when a strong laser field bends the
binding potential of an atom, creating a barrier [Fig. 3(c)]
whereby electrons can tunnel out, be accelerated by the field,
and eventually register their momenta at the detector (Fig. 1).
An important parameter in strong field ionization is γ �
ω

ffiffiffiffiffiffiffi
2Ip

p
∕F � ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

I p∕2Up
p

[15], where I p is ionization poten-
tial, Up is ponderomotive energy, ω is the central frequency
of the laser, and F is the peak electric field, which divides the
“vertical channel” of multiphoton ionization (γ ≫ 1) from the
“horizontal channel” of optical tunneling (γ ≪ 1). Our exper-
imental regime is in the 0.8 < γ < 2.5 range, corresponding to
“nonadiabatic tunnel ionization” [16]. In this regime, while
the tunneling probability may be substantially modified from

the quasi-static rates [15,17], phase-independent contributions
due to multiphoton absorption are small (approximately 3.3%
of the total rate for γ ∼ 2 [16]), and tunneling remains the
dominant ionization mechanism [18], widely used to investi-
gate molecular orbitals [8,19,20] and electron rearrangement
[8–10,18] after ionization.

The momentum distributions were measured by two
different instruments: a cold target recoil ion momentum
spectrometer (COLTRIMS) [21] and a velocity map imaging
spectrometer (VMIS) [22] (see Fig. 1). Figure 2 shows good
overlap between COLTRIMS and VMIS, with error bars
higher on COLTRIMS. The use of both apparatus gives access
to a wide intensity range of 0.73–7.5 × 1014 W∕cm2, corre-
sponding to variation in the barrier width by about a factor
of 3, from 7.5 to 24 au (0.4–1.27 nm), with width given ap-
proximately by Ip∕F . Such large variation in barrier width re-
sulted in a comparable variation of measured tunneling delay
time (Fig. 3), allowing for a detailed comparison with theory.
Tunneling delay time was extracted from measurements using
attosecond angular streaking [13,23].

The experiment uses elliptically polarized laser light, with
parameters given in Fig. 2. At lower intensities, attoclock
[13,23] measurements were performed with VMIS with the
gas nozzle integrated into the repeller plate [see Fig. 1(c)].
The integration of the gas nozzle allows one to achieve target
gas densities that are significantly higher as compared to setups
employing cold atomic beams. Two-dimensional projections
of the photoelectron momentum distribution were recorded
in steps of 2° covering 180°. The three-dimensional momenta

Fig. 1. Measuring electron momenta distributions using VMIS. (a) Fitting of peaks in electron momenta distribution with a Gaussian at lower intensity
and clockwise polarization. (b) Higher-intensity and counterclockwise polarization. (c) Experimental setup. (d) Reconstruction of full 3D electron
momenta distribution using projections in the momentum space.
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distribution, and thus the electron momenta distribution in
the polarization plane, was retrieved by tomographic
reconstruction [24], shown in Fig. 1(d) (more detail in Supple-
ment 1). The COLTRIMS measurements were performed in a
similar way as described elsewhere [14].

3. EXPERIMENTAL EXTRACTION OF TUNNELING
DELAY

The extraction of tunneling delay time follows the method first
presented in [13]. The electron located at the peak of the mo-

menta distribution, given by jhk⃗jΨij2, corresponds to the most
probable electron trajectory. To locate this peak from measure-
ments, radial integration is used, combined with a double
Gaussian fit (corresponding to two trajectories [25,26]) to ex-
tract the angle at which the maxima in the distribution occurs
[see Figs. 1(a)–1(b)], corresponding to ionization at the peak of
the laser field. This angle θm corresponds to the direction of the
most probable electron momentum in the plane of polariza-
tion. The measured offset angle, θm − 90° shown in Fig. 2,
is used to extract tunneling time after subtracting the Coulomb
correction, θCoul, and the streaking angle, θstr, which includes
rotation due to the drift created by the vector potential of
the electric field, resulting in the experimentally measured
tunneling time, τ, given by ωτ � θi � θm − θCoul − θstr. The
semiclassical simulations that were compared with experiment

Fig. 2. Measured offset angle θm − π∕2, from which tunneling time
is extracted. Black line and dots correspond to the Coulomb correction
obtained using the TIPIS model [14] with single trajectory and
classical trajectory Monte Carlo (CTMC) simulations, respectively
(more in Section 2 of Supplement 1). The error bars are the result
of a geometrical sum of the errors from the fit of the angular distri-
bution of the electrons and the error of the polarization characteriza-
tion. For the measurements performed with the COLTRIMS
apparatus, an additional source of uncertainty comes from the thermal
spread of the gas jet (more in Section 1 of Supplement 1).

(a)

(b)

(c)

(d)

Fig. 3. Comparison of theory to experiment. (a) Five theoretical predictions of tunneling time compared to experiment. (b) Same as (a), but zoomed
into the lower time delay. (c) Potential resulting from the combined Coulomb–laser field. (d) Tunneling time as a function of barrier width. The measured
tunneling time is significantly smaller than the free propagation time for electrons with kinetic energies characteristic of electron motion in Helium: for
example, around 40 as and 230 as for tunneling time and free propagation time, respectively, for barrier width of 13 au.
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were based on the TIPIS model [14] (more detail in Section 2
of Supplement 1).

It was found in [27] that, for our experimental parameter
range and ionization of Helium, TIPIS agrees within one
degree (much less at higher intensities) with the semiclassical
simulations based on the well-known nonadiabatic Perelomov,
Popov, and Terentev model [28]. In calculating τ, nonadia-
batic effects and an offset of the streaking angle from 90° were
taken into account, resulting in a minor (less than 5 as and up
to 15 as at the lowest intensity) correction to tunneling time
(see Section 2 of Supplement 1).

For direct comparison with the experiment, analytic calcu-

lations are done for the Fourier component, k⃗, that maximizes

jhk⃗jΨij2, corresponding to the peak of the electron momenta
distribution, from which the tunneling time is experimentally
extracted. The tunneling process acts as a momentum filter
that maps different Fourier components of the bound-state

wavefunction onto different momenta, k⃗, at the tunnel exit
with probability ∝ exp�−k2⊥∕2σ2⊥� [17,19], where k⊥ is the
momentum transverse to the direction of tunneling. The

maximum of jhk⃗jΨij2 is given by the transmission of a
Φ�x; k⊥ � 0� component, in the partial Fourier transform
[29] of the bound-state wavefunction: Ψb�x; y; z� �
1
2π

RR
Φ�x; k⃗⊥�eir·k⃗⊥dkydkz , where x is the major axis of polari-

zation. The tunneling times were calculated for this compo-
nent Φ�x� within the short-range potential approximation
[29], taking account of nonadiabatic effects. Nonadiabatic ef-
fects arise when electrons absorb energy from the laser field.
These effects are therefore expected to become more significant
at lower intensities (corresponding to higher γ), where multi-
photon contributions play a bigger role. We found the analytic
results to be robust to variation in barrier shape (resulting, for
example, from a Coulomb correction or nonadiabatic effects),
as long as the barrier width did not change significantly. In
short, small variations in barrier shape result in correspond-
ingly small variations in tunneling time. The contribution
of nonadiabatic effects to tunneling time estimates is relatively
small (particularly at lower γ), even when the ionization rates
are substantially offset from the quasi-static. This is partly due
to the exponential dependence of ionization probability on
barrier width, versus the linear dependence of tunneling time
[Fig. 3(d)].

4. COMPARISON OF EXPERIMENTAL RESULTS
WITH THEORETICAL DEFINITIONS OF
TUNNELING TIME

The four widely used interpretations of tunneling delay times
were calculated by finding the transmission amplitude Φ�x�
for the propagation through the barrier, given by: T �
jT jeiθ, and using the definitions τBL � −ℏ∂ ln jT j∕∂V ;
τLM � −ℏ∂φ∕∂V ; τPM � ℏ∂ ln jT j∕∂E ; and τEW �
ℏ∂φ∕∂E � w∕k for Buttiker–Landauer [3,30], Larmor [5],
Pollack–Miller [30], and Eisenbud–Wigner times [4], respec-
tively, where V is barrier height and E is electron energy.

These four alternative interpretational pictures have been
derived using very different physical considerations. The

Buttiker–Landauer time corresponds to the time it would take
a classical particle to propagate through an inverted potential
barrier. The physical argument as to why it should be consid-
ered tunneling time rests on the fact that the ratio of τBL to the
period of barrier modulation serves as a nonadiabaticity param-
eter (much as the Keldysh γ), and therefore must correspond to
whether the electron sees a static or an oscillating field while it
is traversing the barrier. The Larmor time corresponds to the
degree of rotation of a spin-polarized electron inside a magnetic
potential barrier. The Pollack–Miller time was derived using
flux–flux correlation functions and represents an average cor-
relation time in a collision. The Eisenbud–Wigner time fol-
lows the peak of a near-chromatic wavepacket, calculating
the delay of this peak due to the presence of a potential. Hence,
an additional term, w∕k, is present in τEW , where w and k are
the barrier width and electron velocity, respectively. This addi-
tional term corresponds to the propagation of the electron in
the barrier region if that barrier were absent, and has to be
added to get the total time [2], since the first term only gives
a relative time shift [4].

The Eisenbud–Wigner time has been used extensively
[31,32] to explain the relative single photon ionization delay
between ionization of valence and core electrons in Neon
and Argon, first observed experimentally [33,34]. Perhaps
counterintuitively, it is not the actual time to absorb a photon,
but rather an additional phase shift in the peak of the propa-
gating wave packet induced by the presence of the ionic
potential after that photon is absorbed. Calculating the shift
in the peak is straightforward in single-photon ionization,
where the total energy of the electron is above threshold, leading
to a well-defined single peak and propagation of the entire wave-
packet. However, the Eisenbud–Wigner time is much more
disputed in tunneling [1], where the peak is absent inside
the barrier [2], and moreover, a large part of the wavefunction
remains confined. Further discussion of the four tunneling
times in the context of strong field ionization can be found
in Section 3.1 of [35].

The four tunneling times are shown in Fig. 3(a), where we
only consider the experimental range corresponding to γ ≤ 2,
where multiphoton contributions are believed to be relatively
small [16]. Although these times were derived using very dif-
ferent physical models, they can be expressed as expectation
values using the tunneling time probability amplitude, f �τ�,
constructed with Feynman Path Integrals (FPIs) [11,30]. The
FPI approach is particularly appealing, because the total trans-
mitted wavefunction can be expressed as a sum of all possible
paths, each path corresponding to a deterministic tunneling
time and contributing exp�iS�x�t��∕ℏ�. The quantity f �τ�
represents the contribution to the total transmission amplitude
of only those paths that spend an amount of time, τ, inside the
barrier, such that T � R∞

0 f �τ�dτ. The ambiguity in interpre-
tation of tunneling time using this approach arises because the
tunneling time probability amplitudes, f �τ�, are complex and
interfere. As pointed out by Landauer andMartin [1], while no
one disputes the construction’s accuracy, it is not clear what
procedure to use for calculating relevant physical quantities
with FPIs.
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The four tunneling delay time definitions shown in Fig. 3
can be viewed as expectation values, rather than deterministic
quantities [1,2,11,30]. In particular, the Buttiker–Landauer
and the Larmor times correspond to the absolute and the real
parts, respectively, of the following complex-valued average
[1,11]: hτi � R∞

0 τf �τ�dτ∕T . This definition has been widely
used, in part because it can be expressed as the transition
element [1] hτi � hΨijτjΨT i, where Ψi and ΨT are the nor-
malized incident and transmitted parts of the wavefunction,
respectively. Perhaps surprisingly, hΨijτjΨT i is far too large
and only the real part of hτi, equivalent to τLM, is within
our experimental uncertainty. The agreement of the Larmor
time with our experimental data suggests that phase accumu-
lated before the electron appears at the tunnel exit (which is
typically lost when using saddle-point or WKB-type approx-
imations) is significant in determination of tunneling time.

In addition to computing expectation values with f �τ�, we
use it directly to construct the probability distribution of tun-
neling times, adapting a known method [12], shown in Fig. 4.
The peak of this probability distribution is shown along with
other theoretical predictions in Fig. 3. This peak corresponds
better to the experimental observable (which is the peak of the
recorded electron momenta distribution) than the expectation
value given by the other tunneling time definitions. This is
because trajectories that begin to tunnel at the peak but have
longer or shorter tunneling times than the most probable
trajectory will not end up at the peak of the momenta

distribution, but will nevertheless be included in any averaging
procedure that extracts the expected value of tunneling time.

5. CONCLUSION

Historically, measured tunneling time varied with the nature
of the experiment. Besides the attoclock measurements, only
one other experiment was done at the single-particle level [36],
thereby avoiding the possibility of a pulse-reshaping process
[1]. Our findings are consistent with this single-photon experi-
ment [36], in that a particle moving through a potential barrier
takes significantly less time than free propagation over the same
distance. Therein this yielded superluminal velocities [36];
we get tunneling times that are just a small fraction of the free
propagation time [though not superluminal, as Fig. 3(d)
shows] for electrons with kinetic energies characteristic of elec-
tron motion in Helium.

As Fig. 3 shows, of the five theoretical approaches, two
cannot be excluded: the Larmor time and the probability
distribution of tunneling times constructed using FPIs.
These two are not mutually exclusive. In particular, the cor-
rectness of Larmor time (viewed as an average, rather than a
deterministic, quantity) allows the existence of a probability
distribution of tunneling times. This view is further supported
by the correspondence between Larmor time and the weak
measurement value of tunneling time, given by τLM �
RehΨijτjΨT i[37]. The probability distribution shown in Fig. 4
has a long asymmetric tail that lengthens, along with an in-
crease in the position of the peak and the full width-
half-maxima (FWHM), as intensity decreases. This suggests
that both uncertainty and expected duration of tunneling
time increase at lower intensities, corresponding to a larger
barrier width.

Our results imply that the probability distribution of tun-
neling time, at all measured intensities, may add significant
uncertainty to reconstruction of attosecond electron dynamics
after strong field ionization. In particular, the FWHM is larger
or comparable, depending on intensity, to the “universal atto-
second response to removal of an electron” of about 50 as,
found computationally [38]. A second important issue is the
loss of coherence of the hole if tunneling time is probabilistic
rather than deterministic. A hole is created due to a superpo-
sition of states formed during the tunneling process. This hole
subsequently evolves on the timescale determined by the en-
ergy splitting of nearby valance orbitals from which tunneling
takes place. The loss of coherence will depend on the time scale
of the evolution of a hole [9] relative to the uncertainty in tun-
neling time. Hence, relatively slow hole dynamics (such as
6.2 fs in Krypton [9,10]) will result in little loss of coherence.
On the other hand, in some cases, (such asCO2 where the hole
period is as short as around 1.2 fs [8]) the loss of coherence can
be significant. As Fig. 4 shows, the long tail of the distribution
can extend to a substantial fraction of a hole period, implying a
substantial loss of coherence.

The timescale of tunneling, once an unresolvable question
for theorists of the foundations of quantum mechanics, there-
fore meaningfully affects the reconstruction of electron dynam-
ics using HHG [8] or pump–probe experiments [18], which is

(a) (b)

Fig. 4. Normalized distribution where each probability value corre-
sponds to an integer number of attoseconds of tunneling time. Top,
3D probability distribution of tunneling times for intensities ranging
from 1 to 7.5 × 1014 W∕cm2, corresponding to field strengths of
0.04–0.11 au. The highly oscillatory structure is due to interference
and shows tunneling probability peaking sharply at discrete values as tun-
neling time increases. (a) Probability distribution at intensity �
1.625 × 1015 W∕cm2, FWHM ≈ 80 as, and skewness � 0.9. (b) Prob-
ability distribution at intensity � 6.5 × 1014 W∕cm2, FWHM ≈ 50 as,
and skewness � 1.09.
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the primary goal of ultrafast science. The implications for
both ultrafast experiment and theory, especially for molecules
and at time resolutions of current and future interest [39], are
at once fundamental, practical, and approachable with existing
technology.
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Heterogeneous integration techniques, such as direct bonding, have enabled solutions to many problems
facing integrated photonics. In particular, the relatively new field of mid-infrared (mid-IR) integrated pho-
tonics has been hindered by the availability of functional, transparent substrates in this wavelength range.
The key to achieving compact, high-performance optical modulation and frequency conversion is the
monolithic integration of silicon photonics with a material with high second-order nonlinear susceptibility.
By transferring large areas of thin, monocrystalline silicon to bulk lithium niobate (LiNbO3) substrates, the
first silicon-based platform to exploit the Pockels or linear electro-optic effect in the mid-IR range is
achieved. Integrated Mach–Zehnder interferometer modulators with an extinction ratio of ∼8 dB, a
half-wave voltage-length product of 26 V · cm, and an on-chip insertion loss of 3.3 dB are demonstrated
at a wavelength of 3.39 μm. Ultrathin optical waveguides fabricated and characterized on this platform
exhibit a low transverse electric mode linear propagation loss of 2.5 dB∕cm. Future capabilities such
as wideband difference frequency generation for integrated mid-IR sources are envisioned for the demon-
strated silicon-on-lithium-niobate platform. © 2014 Optical Society of America

OCIS codes: (130.4110) Modulators; (230.7370) Waveguides; (250.3140) Integrated optoelectronic circuits; (250.4110) Modulators;

(130.3730) Lithium niobate.

http://dx.doi.org/10.1364/OPTICA.1.000350

1. INTRODUCTION

The mid-infrared (mid-IR) region of the optical spectrum (3–
8 μm) is an important range for applications in remote sensing,
free-space communications, and defense technology [1]. Inte-
grated photonics offers the best outlook for achieving these
functions at low cost, while maintaining good yield and
consistent performance. For the targeted applications, it is
desirable to use a platform that exhibits transparency at least
through the first atmospheric transmission window of 3–5 μm.
Although the silicon-on-insulator (SOI) platform has proven
highly effective for near-infrared (near-IR) photonics [2],
the presence of the buried silicon dioxide (SiO2) layer limits
its usefulness in the mid-IR range due to the onset of optical

absorption [3]. Many mid-IR silicon-based platforms have
been proposed and demonstrated to replace SOI, including
silicon-on-sapphire [4,5], silicon-on-nitride [6], and all-silicon
membrane waveguides (the all-silicon optical platform) [7].

However, the choice of a photonic platform in the mid-IR
should not be restricted merely to transparency considerations.
A multielement photonic circuit such as an on-chip beam
combiner [8] may be composed of numerous passive and active
elements, such as tunable phase shifters, optical modulators,
passive routers and spectrum filters, and possibly wavelength
conversion elements for accessing more efficient detectors. The
materials available on the platform determine the means
available to achieve these effects. Silicon photonic platforms
typically enable a high integration density of passive filtering

2334-2536/14/050350-06$15/0$15.00 © 2014 Optical Society of America
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and routing elements due to the high index contrast available
in their waveguides. Additionally, third-order optical non-
linearities [9–12] are made possible by the low multiphoton
absorption in the mid-IR region, but the pump power to
achieve these effects is still relatively high.

Phase shifting and optical modulation has been achieved
through the thermo-optic effect in silicon at speeds up to
70 kHz in the near-IR [13] and the mid-IR range at
23.8 kHz [14] on the SOI platform, but significant increases
to these speeds are constrained by trade-offs with power
consumption and propagation loss of the waveguides.

An alternative means to achieving on-chip phase shifts with
silicon is by plasma dispersion [15], a highly CMOS-compat-
ible approach which has been used to fabricate optical mod-
ulators in the near-IR with half-wave voltage products below
3 V · cm and data rates ranging from 10 to 50 Gbit∕s [16,17].
However, higher bandwidths are achieved at the expense of
extinction ratio in such devices; for instance, in Ref. [17],
the bit rate of 10 Gbit∕s achieves 18 dB extinction ratio,
but in Ref. [16], the higher bit rate of 50 Gbit∕s is accompa-
nied by an extinction ratio of only 3.1 dB, which is not useful
for long-distance communication applications. It is thus useful
to consider a figure of merit for the modulation performance as
the product of the maximum data rate and the extinction ratio
at that rate. The modulators mentioned above exhibit products
of 180 and 155 dB ·Gbit∕s, respectively.

Furthermore, the characteristics of plasma-dispersion-based
modulators will be substantially different at longer wave-
lengths, as is investigated in Ref. [18]. Because of the stronger
electroabsorption, a waveguide with a π phase shift induced
from electrorefraction by free carriers would encounter an
unavoidable absorption loss of 1.17 dB when operating at a
wavelength of 4 μm. This means that pure phase modulation
is unachievable with this effect in the mid-IR, limiting its
usefulness for applications such as on-chip beam combining,
or communication links with phase-shift-keying schemes.

Strained silicon can exhibit the Pockels effect in submi-
crometer waveguides in the near-IR [19], albeit with a high
half-wave voltage product of 100 V · cm. With larger wave-
guide cross-sections in the mid-IR, inducing strain is expected
to be even more difficult.

Evidently, silicon alone may not be able to simultaneously
provide all the functions required for high-performance mid-
IR integrated photonics. By hybridizing it with other materials,
new functions can be performed. For instance, to provide
enhanced modulation performance in the near-IR, silicon or-
ganic hybrid waveguides have been fabricated with low-drive
voltages down to 0.52 V ·mm [20].

Meanwhile, lithium niobate (LiNbO3) is a mid-IR compat-
ible material (transparent up to 5 μm wavelength) with a high
electro-optic coefficient, low refractive index (∼2.1), and high
second-order optical nonlinearity. Thanks to the fast response
of the Pockels effect, near-IR LiNbO3 optical modulators have
achieved speeds exceeding 100 GHz [21], though with a V π ·
L of ∼10 V · cm. In addition, commercially available LiNbO3

modulators such as the Mach-40 005 from Covega can provide
modulation speeds of 40 Gbit∕s while maintaining an extinc-
tion ratio of 13 dB, giving a modulation performance product

of 520 dB ·Gbit∕s, which is much higher than the aforemen-
tioned values in SOI-based devices. An optical modulator
operating at a speed of 1.8 GHz and at a wavelength of
3.39 μm has been reported in Ti-diffused LiNbO3 waveguides
decades ago [22], but the low index contrast available in this
platform greatly limits integration density and increases the
device lengths since wide gaps are required for the electrodes.

To obtain a higher index contrast, the integration of silicon
and LiNbO3 has been explored for near-IR applications. One
approach is top-side bonding [23,24], in which small pieces of
thin LiNbO3 films are bonded on top of a silicon waveguide,
so that the optical mode partially overlaps the LiNbO3 top
cladding. However, this approach requires extra per-device
processing and is only suitable for near-IR wavelengths, as
it is performed on SOI substrates. Additionally, Ref. [24] uti-
lizes a polymer bonding agent, which would induce loss in the
mid-IR. Amorphous silicon has also been investigated in the
near-IR based on its direct deposition on LiNbO3 substrates
[25,26], but the intrinsic linear loss of this material and its
increasing material loss toward longer wavelengths [27] makes
it unsuitable for the mid-IR spectral region.

We have recently demonstrated thin-film LiNbO3 hybrid
high-index contrast waveguides and modulators on oxidized
silicon substrates in the near-IR [28]. The advantages over
the mentioned top-side bonding approach include coupling
light into LiNbO3 waveguide core (rather than cladding) re-
gions, as well as fabrication based on robust full-wafer bonding
techniques rather than bonding small pieces with unreliable
polymers. Unfortunately, similar to SOI, the expected loss
of the oxide bottom cladding layer prohibits using our
LiNbO3-on-Si hybrid platform for mid-IR wavelengths.

In this work, to avoid material loss problems and to retain
reliable wafer-scale processing capabilities, we have achieved
the integration of crystalline silicon on LiNbO3 substrates
through direct wafer bonding and thin-film transfer tech-
niques. We recently proposed and utilized this novel silicon-
on-lithium-niobate (SiLN) platform (Fig. 1) to demonstrate
passive waveguides at near-IR wavelengths [29]. In contrast
to the discussed LiNbO3-on-Si platform, SiLN employs a top
silicon layer as the waveguide core material, and LiNbO3 as the
lower cladding. The SiLN platform has numerous practical
advantages, including uninterrupted low-loss transmission

Fig. 1. Process used to prepare SiLN chips.

Research Article Vol. 1, No. 5 / November 2014 / Optica 351



throughout the wavelength range of 1.2–5 μm, compatibility
with silicon-processing techniques, and a strong effective
second-order optical nonlinearity, which will greatly reduce
the intensity threshold for achieving certain wavelength con-
version functions.

In this work, mid-IR integrated waveguide modulators
based on the SiLN platform are demonstrated, representing
the first silicon-based photonic devices exploiting the Pockels
effect in this wavelength region. First, the design and fabrica-
tion of the modulators and SiLN substrates will be described.
Next, the results for passive waveguides and active devices at
lower frequencies will be presented. AC modulation results at
the maximum available detector speed will then be presented,
followed by conclusions and remarks on the outlook of the
SiLN platform.

2. METHODS

A. Design

The SiLN platform consists of a bulk X -cut LiNbO3 substrate,
500 μm thick, with a 210 nm thick layer of monocrystalline
silicon fusion-bonded on the top surface. This silicon layer
thickness provides a large optical mode overlap with the
LiNbO3 substrate, while retaining sufficient mode confine-
ment to avoid excessive bending loss at our measurement
wavelength of 3.39 μm. COMSOL-based simulations of
the modulator are shown in Fig. 2, with laterally spaced gold
electrodes creating a horizontal electric field along the z axis
underneath the fully etched silicon channel waveguide, in or-
der to access the largest attainable electro-optic coefficient of
LiNbO3, r33 ≈ 31 pm∕V. The optical mode propagates along
the y axis, with a simulated effective mode index of 2.15 for
2.1 μm wide single-mode waveguides. The gold electrodes are
spaced by 8.5 μm to avoid loss induced by optical mode over-
lap with the metal, with an allowance for some alignment tol-
erance during fabrication. The optical mode overlap into the
LiNbO3 substrate is 56%. The simulated V π · L is 13 V · cm
for a push–pull configured modulator. The advantage of this
modulator configuration is that there is no need to dope the
silicon waveguide core (which would introduce optical loss),

and it can in principle be operated at speeds well above
10 GHz by designing the electrodes for velocity matching
as in conventional LiNbO3 travelling wave modulators in the
near-IR [30]. This is possible because the mechanism of modu-
lation is the same for both SiLN and conventional LiNbO3

waveguides. Additionally, due to the large optical bandwidth
of MZIs, this modulator is simulated to achieve greater than
10 dB extinction ratio over an optical bandwidth of more than
500 nm with respect to center operation at 3.39 μm (Fig. 3).
The bandwidth is limited by the wavelength dependence of the
mode overlap into the LiNbO3 substrate, which changes the
V π · L as the wavelength moves away from the center.

B. SiLN Substrate Preparation

The fabrication process for preparing SiLN substrates is sche-
matically depicted in Fig. 1. First, an SOI die and a LiNbO3

die, about 1.5 cm × 1.5 cm each, were obtained. The dies
were then ultrasonically cleaned in standard solvents. To acti-
vate the surfaces for direct bonding [31], they were subjected
to a low-power argon plasma (with some additional oxygen in
the plasma mixture to prevent out-diffusion of oxygen atoms
from the LiNbO3 substrates) in an inductively coupled plasma
(ICP) reactive-ion etching (RIE) chamber. The dies were then
heated to 100°C and bonded such that the SOI top silicon
layer was in direct contact with the LiNbO3 substrate, and
then annealed at 170°C for 1.5 days to strengthen the bond.
Then, the backside of the SOI die was removed via rapid wet-
etching with a mixture of hydrofluoric acid (HF), nitric acid
(HNO3), and water. The newly exposed (formerly “buried” on
the SOI) SiO2 layer was selectively removed using buffered
oxide etchant, leaving a fully intact, crystalline thin film of
silicon on the top surface of the LiNbO3 substrate.

C. Waveguide and Modulator Fabrication

The SiLN dies were lithographically patterned into a set of
MZI modulators based on Y junction splitters and combiners,
separate straight waveguides, and a small number of long-path
spiral waveguides to accurately assess the propagation loss on

Fig. 2. Simulated mode profile (red is the peak intensity) and modu-
lator dimensions: w � 2.1 μm, h � 210 nm, d � 8.5 μm. The gold
rectangles represent the edges of the electrodes used for modulation.

Fig. 3. Simulated optical bandwidth of the SiLN modulator for a
center operation wavelength of 3.39 μm. Blue squares show discrete sim-
ulation points and the blue line is spline-fitted to these points.
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each sample. Light was coupled in and out of the fabricated
chip via 20 μm wide, 1.7 μm period grating couplers followed
by 630 μm long linear tapers to 2.1 μm wide, 210 nm thick
waveguides. The active modulator section is 5 mm long.

The fabrication started with spin-coating the SiLN dies
with ZEP-520A electron-beam resist. Electron-beam lithogra-
phy was performed to open trenches in the resist. A 100 nm
thick layer of SiO2 was deposited into the trenches via elec-
tron-beam evaporation and liftoff, forming a hard mask for
etching. The silicon was etched once with ICP-RIE by
110 nm, followed by masking of the grating couplers and
an identical etch to form fully etched channel waveguides else-
where on the chip. The SiO2 hard-mask was then removed via
dilute HF, and the die was subjected to low-temperature wet
oxidation at 400°C for 1.5 hours to passivate the silicon surface
with a ∼3 nm thin oxide layer (this is discussed further in
Section 3.A). Next, the metal electrodes with a gap of 8.5 μm
were patterned via standard photolithography and liftoff of a
20 nm thin chromium adhesion layer followed by 216 nm of
gold. Finally, the metal contacts were subjected to rapid ther-
mal annealing at a temperature of 400°C for 30 s. A scanning
electron micrograph of a finished sample is shown in Fig. 4, as
well as optical micrographs of another sample in Fig. 5.

3. RESULTS AND DISCUSSION

A. Passive and Low-Frequency Characterization

The SiLN measurement setup is depicted in Fig. 6. A 2 mW
continuous-wave helium–neon (HeNe) laser operating at
3.39 μm was used as the mid-IR source, coupled in through
a fiber with an 18 μm core diameter at the input and coupled
out through a large-area 400 μm core fiber to ease the align-
ment process. The output light was detected by a lead selenide
(PbSe) detector with a specified bandwidth in the 10 kHz
range. The light was chopped and then processed through a
lock-in amplifier initially, but the chopper was removed once
good fiber-to-grating coupler alignment was achieved.

First, the waveguide linear propagation loss was character-
ized. Straight waveguides 5.6 mm long were placed next to

compact spiral waveguides which were 5.1 mm longer, using
a bending radius of 300 μm. A propagation loss of 2.5�
0.7 dB∕cm for the transverse electric mode is obtained by
the cutback method after measuring two pairs of such wave-
guides. The loss figure presented is most likely not a conse-
quence of etching-induced sidewall roughness, estimated
here to be <50 nm rms, since the waveguides presented are
relatively wide and measurements of earlier-produced half-
etched SiLN waveguides yielded similar losses of 3–4 dB∕cm.
The loss may be due to contamination at the waveguide sur-
face. The measurement wavelength of 3.39 μm exhibits strong
optical absorption with hydrocarbons, which could affect the
surface of the waveguide that is exposed to air during measure-
ments. The 400°C wet oxidation step was crucial to reducing
the propagation loss. Waveguides fabricated without this step
exhibit propagation losses above 10 dB∕cm. The mechanism
of loss reduction is thought to be the passivation of dangling
bonds at the silicon surface, reducing its adsorption of contam-
inants. Ultimately, the contamination-induced loss may be

Fig. 4. Scanning electron micrograph of the cross-section of a SiLN
modulator. The white lines crossing underneath the silicon represent
the direction of the applied electric field during modulation.

Fig. 5. Optical micrographs of a SiLN modulator chip: (a) wide view
of chip showing half-etched (left) and full-etched (right) regions,
(b) fiber-to-waveguide grating coupler, and (c) Y junction and modulator
electrodes.

Fig. 6. Measurement setup used for characterization.
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mitigated with use of mid-IR compatible cladding materials
such as chalcogenide glasses [32] deposited on the waveguide
surface, or by hermetic packaging of the devices in an inert
atmosphere.

Next, the modulators were characterized to determine the
extinction ratio. The modulators were contacted with microp-
robes as shown in Fig. 6. A triangle-waveform voltage was
applied to the modulator at 1∕10 the frequency of the 700 Hz
optical chopper used in the setup. Consequently, the square-
wave chopper signal acquired a sinusoidal modulation
envelope. By comparing the square-wave amplitude at the
minimum and maximum of this envelope, we were able to
obtain an AC characterization of the extinction ratio (Fig. 7).
The chopper is necessary in this setup to obtain the relative
values of maxima to minima. The measured extinction ratio
is ∼8 dB, which is lower than that predicted in Section 2.A.
This can be attributed to an intensity mismatch between the
two arms in the interferometer, probably resulting from small
isolated interfacial bonding defects at the Si-LiNbO3 interface.
By using commercial vacuum wafer bonding systems, the
density of these defects can be greatly reduced, resulting in
higher-quality surfaces and better device performance.

The total on-chip insertion loss of the particular modulator
under consideration was determined by comparing its
unmodulated transmission to that of a straight waveguide of
the same length. In addition to the modulator’s propagation
loss of 1.4 dB, an excess loss of 1.9 dB was observed. This
can be attributed to several sources, such as point defects
present in the lithography on that particular device, imperfec-
tions in the nanotip of the Y junction splitter, and increased
metal electrode proximity resulting from an alignment error of
1 μm. Because of the close proximity of the standalone straight
waveguides and the modulators, the coupling loss is nearly
identical (verified by repeated measurements) and thus
factored out. The on-chip insertion loss of the modulator is
measured to be 3.3� 0.7 dB.

B. AC Modulation

The measurement of the half-wave voltage-length product,
V π · L, was performed at 1 kHz (Fig. 8). The modulator
was also measured out to the limit of the photodetector’s band-
width at 23 kHz (inset of Fig. 8), revealing an uneven
frequency response of the detector at its limit. The slight
distortion in the peaks of the signal is due to this behavior.
The modulation speed measured in this experiment was lim-
ited by the speed of the detector available. With faster detectors
and probes, and with travelling-wave electrode design, high-
speed performance (>10 GHz bandwidth) mid-IR modula-
tors are in principle feasible similar to conventional near-IR
LiNbO3 devices. Finally, to rule out the possibility of leakage
effects and heating-induced phase changes, a multimeter was
inserted into the voltage drive circuit, but no current flow was
detected (sensitivity limit was 0.1 μA), indicating negligible
power consumption at low frequencies.

The obtained V π · L value from the modulation response is
26 V · cm, which is larger than the 13 V · cm value predicted
in simulations. This difference is most likely not a result of
dispersion in the r33 coefficient (which is negligible) [22].
One possible explanation could be the well-known phenome-
non of domain realignment in LiNbO3 after exposure to high-
energy electron beams [33] such as the one used in pattern
writing. Accordingly, the domains underneath the waveguide
could be misaligned with respect to the polarization axis, caus-
ing a lowered effective electro-optic coefficient. Future studies
with photolithography-patterned devices can investigate this
possibility in order to resolve the discrepancy between mea-
sured and simulated values of V π · L.

4. CONCLUSION

In this work, we have demonstrated optical modulation in the
mid-IR range on the proposed SiLN platform, utilizing the
Pockels effect. A maximum modulation frequency of 23 kHz
was observed (limited only by the detector speed), with an

Fig. 7. Transmission through the device during simultaneous optical
chopping at 700 Hz and optical modulation at 70 Hz. The photodetector
signal (blue data line) has been shifted to emphasize the envelope.

Fig. 8. SiLN modulator response. The red line is the modulator drive
voltage divided by a factor of 20, and the blue line is the optical signal
transmitted through the modulator, shifted for visibility. The inset shows
the frequency response, limited by the detector speed.
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extinction ratio of ∼8 dB, an on-chip insertion loss of 3.3 dB,
and a V π · L of 26 V · cm, at a measurement wavelength of
3.39 μm. In addition, optical waveguides were characterized
on the SiLN platform in the mid-IR, showing low TE-mode
propagation losses of 2.5 dB∕cm. With its compact wave-
guides, high electro-optic sensitivity, and strong second-order
nonlinearities, this platform will enable high-performance
photonic chips to be created for mid-IR applications.
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Conventional polarizers operate by rejecting undesired polarization, which limits their transmission
efficiency to much less than 50% when illuminated by unpolarized light. We designed, fabricated, and
characterized a multilevel metamaterial linear polarizer that rotates light with polarization perpendicular
to its principal axis by 90 deg. Light with polarization parallel to its principal axis is transmitted undis-
turbed. Thereby, such a polarizer is able to output linearly polarized light from unpolarized input with a
transmission efficiency that is substantially higher than the theoretical upper limit of 50%. A nonlinear
optimization algorithm was used to design the polarizer, while multilevel focused-ion-beam lithography
was used to fabricate it in silicon for the vacuum wavelength, λ0 � 1550 nm. We experimentally confirmed
that the fabricated device enhances the transmission of the desired linear polarization by 100% compared to
an unpatterned film, corresponding to a transmission efficiency of ∼74% at the design wavelength. Since
our method allows for the generalized manipulation of the amplitude, phase, and polarization of light with
high transmission efficiency using ultrathin elements, it should enable the efficient generation of complex
vector distributions of light. © 2014 Optical Society of America

OCIS codes: (350.4238) Nanophotonics and photonic crystals; (050.1970) Diffractive optics; (350.3950) Micro-optics.
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1. INTRODUCTION

Manipulation of the polarization of light is extremely important
for a variety of applications ranging from communications [1] to
imaging [2–4]. Conventional polarization selection devices (or
polarizers) use absorption or reflection to discard the unwanted
polarization [5]. In these polarizers, the maximum achievable
transmission efficiency of the desired polarization is 50%. Com-
mercial polarizers typically demonstrate transmission efficiencies
that are lower [6]. In this article, we apply a new approach to
designing a metamaterial polarizer that rotates one polarization
by 90 deg, while the orthogonal polarization is transmitted
undisturbed. Thereby, such a polarizer allows for substantially
higher transmission efficiencies in the desired polarization. Fur-
thermore, we show that our design methodology is applicable to
metamaterials in general, and could enable unique and diverse
photonic functions in lossless dielectric substrates.

Most conventional polarizers are based upon form birefrin-
gence [7] or total internal reflection effects in crystals or

polymers, which cause phase retardation between the two
orthogonal polarizations. Recently, a variety of novel ap-
proaches to polarization rotation have been proposed. Some of
these employ surface gratings, whose scattering vectors are dif-
ferent from the polarization state of the incident light to achieve
polarization manipulation [8,9]. Other devices achieve polari-
zation manipulation using metasurfaces, i.e., carefully designed
antennae that impart an abrupt phase change at an interface
[10–12]. An alternative approach is to use subwavelength
structures to manipulate polarization across a wavefront (inho-
mogeneous polarization) [13]. Polarization-manipulation devi-
ces have been utilized for a variety of applications [14–17].
Recently, these ideas have been generalized by combining
conventional computer-generated holography [18] with sub-
wavelength control for manipulation of the phase, amplitude,
and polarization of light [19,20]. Related work described op-
tical transmission by reflectionless metasurfaces. Polarization
rotation of zero-order transmitted light through a perforated
metal film was also recently demonstrated [21]. Experimental

2334-2536/14/050356-05$15/0$15.00 © 2014 Optical Society of America
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demonstration in the microwave regime was also given [22,23].
These approaches utilize metallic antennae on a single surface,
which suffer from parasitic absorption. Nevertheless, only one
polarization is manipulated in all previous devices, resulting in
less than 50% transmission efficiency, when illuminated by
both polarizations.

In contrast, our device is based upon an all-dielectric
material that is patterned at subwavelength dimensions so
as to enable independent manipulation of both polarizations.
To illustrate the principle, we designed, fabricated, and char-
acterized a metamaterial polarizer that operates by allowing one
polarization to transmit undisturbed while rotating the
orthogonal polarization.

2. DESIGN

Our design goal is to determine the etch depth of each pixel
such that a desired phase, amplitude, and polarization distri-
bution of light is obtained upon transmission through the
device. We constrained our pixel size to 200 nm × 200 nm
to enable fabrication. For computational expediency, we
limited the device size to 20 × 20 pixels, corresponding to a
total dimension of 4 μm × 4 μm. Furthermore, periodic boun-
dary conditions were applied along the X and Y directions that
allowed the unit to be repeated in 2D. We also constrained the
maximum aspect ratio for ease of fabrication (Supplement 1).

The design was performed by a modified version of the
direct-binary-search (DBS) algorithm. Previously, we have suc-
cessfully utilized this algorithm to design nanophotonic light-
trapping geometries [24,25] as well as broadband nonimaging
diffractive optics [26–28]. Details of the algorithm are included
in Supplement 1. Here, our optimization variables are the etch
depths of each of the 200 nm × 200 nm pixels in our device.
The algorithm attempts to maximize a figure of merit, which

we define as the transmission efficiency at the desired polariza-
tion (Ex in Fig. 1), when the polarizer is illuminated by both
polarizations (Ex and Ey) with equal amplitude. The optimized
design is shown on the top left of Fig. 1(a). Although the design
was performed using periodic boundary conditions, our fabri-
cated device was composed of 4 × 4 unit cells (total size of
16 μm × 16 μm). In other words, the polarizer was surrounded
by unpatterned silicon. We simulated the performance of this
fabricated device and summarized the results in Figs. 1(b)–1(e)
(see Supplement 1). When illuminated by collimated linearly
polarized light with polarization along the Y axis (Ey source),
the output light intensity in Ey decreases [Fig. 1(b)], while that
in Ex increases as shown in Fig. 1(c). In other words, the input
field oriented along the Y axis after propagation through the
polarizer is substantially rotated such that it is oriented along
the X axis. On the other hand, when the device is illuminated
with light polarized along the X axis (Ex source), it transmits
mostly undisturbed as shown in Figs. 1(d) and 1(e). Small per-
turbations of the fields in the output are due to diffraction at the
boundary of the polarizer, where the periodic boundary condi-
tions are not satisfied. Spatial nonuniformity of the transmitted
fields is expected, since the unit cell does not exhibit any sym-
metry. We further confirmed using simulations that only 13%
of the incident light is reflected, while 74% of the incident light
is transmitted into the desired Ex polarization (Supplement 1).
Compared to the surrounding unpatterned silicon, the transmis-
sion of Ex is enhanced by 110%, and the ratio of the transmitted
power at Ex to that at Ey at the output is calculated to be 8.8.

3. EXPERIMENTS

The device was fabricated by etching into silicon using
focused-ion-beam lithography using gallium ions. Different
etch depths are achieved by varying the deposited energy or

Fig. 1. (a) High-efficiency metamaterial polarizer. The design (left) is composed of etched square pixels in silicon. (b)–(e) Simulated light intensity
distributions after transmission through the polarizer for (b) Ey and (c) Ex under Ey input and for (d) Ey and (e) Ex for Ex input. The white dashed lines in
(b)–(e) indicate the boundaries of the finite device (Media 2, Media 3, Media 4, Media 5, Media 6, Media 7, Media 8, Media 9, Media 10, Media 11,
Media 12, Media 13, Media 14, Media 15, Media 16, Media 17, Media 18, Media 19).
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exposure dose at each location (see Supplement 1). Figure 2(a)
shows the scanning-electron micrograph of a fabricated
device composed of 4 × 4 unit cells, where each unit cell is
4 μm × 4 μm (denoted by dashed yellow lines). A magnified
view of one unit cell in Fig. 2(b) shows the multiple etch
depths and the square pixels.

In order to characterize the polarizer, we illuminated it
with collimated linearly polarized light from a 1550 nm laser
(Hewlett Packard model No. 8168E). The transmitted power
was measured using a lens and a photodetector from a spot of
size 14 μm on the sample (Fig. S2 of Supplement 1). A conven-
tional polarizer was placed at the output tomeasure the power at
the two orthogonal polarizations separately. A half-wave plate
and a polarizer were used at the input to first align the direction
of polarization to the Y axis of themetamaterial polarizer. Then,
the device was stepped in the X–Y plane using a stage, while the
photodetector registered the transmitted signal. The resulting
image is shown in Fig. 2(c). The dashed white square shows
the location of the metamaterial polarizer. Behind the device,
the power in the Ex polarization is dramatically increased while
that in the Ey polarization is correspondingly reduced. The
experiment was repeated after aligning the incident polarization
to the X axis of our polarizer. As shown in Fig. 2(c), the trans-
mitted power is almost entirely in the Ex polarization, since the
electric field oriented along the X axis is transmitted undis-
turbed. Figure 2(d) schematically compares the transmitted
power between the metamaterial polarizer and unpatterned sil-
icon.When illuminated by both polarizations, themetamaterial
polarizer transmits a total of 88.8 nW in Ex compared to just
44.2 nW for unpatterned silicon. This increase is primarily due
to the incident power in Ey being rotated 90 deg into Ex upon
transmission. The measured results agree well with the
simulated enhancement of 110%. The measured ratio of the
transmitted power at Ex to that at Ey at the output is 7.8, which
agrees with the simulated value of 8.8.

4. DISCUSSION OF RESULTS

It has been reported that polarization rotation occurs when the
scattering vector is different from the polarization of the

incident light [8,9]. The scattering structure, defined by our
design, consists of a large number of locally varying scattering
vectors. The scattering vectors vary with position not only in
the planes perpendicular to the propagation direction but also
along the propagation direction. The transmitted light after the
metamaterial polarizer is the superposition of light scattered
from all these elements. The optimization process is thus at-
tempting to create a distribution of scattering vectors such that
the cumulative effect after transmission is that one polarization
state (Ex) is allowed to pass through with low loss, while the
orthogonal polarization state (Ey) is rotated by 90 deg. We an-
alyzed the electric fields within the device and show that the
rotation of the Ey modes is primarily due to the near-field cou-
pling between multiple resonant-guided modes that are excited
upon illumination, similar to what has been reported in
photonic crystals [29,30]. By analyzing the time-averaged in-
tensity distribution in each layer of our device (see Fig. S10 of
Supplement 1), we can readily show that when illuminated by
a source polarized along the Y axis, dipoles that are polarized
along the X axis are excited at the corners of each isolated pillar
in the first layer. Such dipoles then couple energy into the
structures in the adjacent layers of the metamaterial polarizer.
Eventually, the last (third) layer of the polarizer radiates energy
into the far field, still maintaining the polarization along
the X axis. This is further confirmed by analyzing the time-
dependent field variation in the X–Z and Y–Z planes in the
vicinity of the hot spots as discussed in Supplement 1 and as
illustrated in Media 2–19.

It is interesting to note that there is an apparent decrease in
entropy due to the conversion of randomly polarized input
light into linearly polarized output with high efficiency
[31]. This is not really true, since the decrease of the polari-
zation degree of freedom is accompanied by a larger increase in
the spatial frequencies of the output wavefront. In other words,
although the incident light is collimated, the transmitted light
radiates in multiple directions (see Fig. S10 of Supplement 1).

We also performed careful analysis of the tolerance of the
metamaterial polarizer to fabrication errors (Supplement 1).
We show that the devices are robust to fabrication errors

Fig. 2. (a) Scanning-electron micrograph of the metamaterial polarizer. One unit cell is 4 μm × 4 μm (yellow dashed lines). (b) Magnified view shows
pixels with a period of 400 nm. (c) Measured transmitted power as a function of position in the X–Y plane. The left two images correspond to the Ey
source, while the right two images correspond to the Ex source. Within the device area (dashed white square), Ey is rotated to Ex . (d) Comparison of the
measured peak transmitted power in Ex and Ey between unpatterned silicon and the metamaterial polarizer.
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corresponding to about 8% of the pixel size. Small slopes in the
sidewalls of the pixels also introduce only minor changes to the
performance of the device. Although our device was designed
for a single wavelength, we calculated the bandwidth to be
∼20 nm (see Fig. S3 of Supplement 1). By incorporating a
broadband source during design, it is possible to increase
the device bandwidth further.

In order to ensure ease of fabrication, we applied a con-
straint on the maximum aspect ratio (defined as the ratio of
the maximum etch depth to the pixel size). For the fabricated
device, the maximum aspect ratio was 2.6. We performed a
series of designs with higher maximum aspect ratios and real-
ized that the performance of the device can be enhanced.
Figure 3(a) shows the transmission efficiency at Ex and the
selection ratio (power in Ex to power in Ey) as a function of
the maximum aspect ratio. As the aspect ratio is increased, the
transmission efficiency at Ex under unpolarized input can in-
crease to almost 80%. The design for a maximum aspect ratio
of 5.7 is shown in Fig. 3(b). The simulated electric-field
distributions in the X–Z and Y–Z planes after transmission
through the metamaterial polarizer are shown in Figs. 3(c)
and 3(d) for the Ex source, and in Figs. 3(e) and 3(f) for the
Ey source. Figures 3(c) and 3(e) show the electric-field distri-
butions polarized along X, while Figs. 3(d) and 3(f) show the
electric-field distributions polarized along Y. As expected, the
polarizer rotates the incident Ey fields into Ex at the output,
while the incident Ex fields transmit undisturbed. Note that no

attempt was made to control amplitude in this case, and,
hence, the transmitted intensity shows nonuniformity in the
X–Y plane.

As we mentioned earlier, our design can be extended to
control the phase, amplitude, and polarization of light.
To demonstrate this capability, we designed a device that
spatially separates and localizes fields according to their polari-
zation in the plane normal to the direction of propagation
(Supplement 1). In order to simplify the computation, this
device was designed in 2D, and the optimized design is illus-
trated in Fig. 3(g). When this device is illuminated by an un-
polarized source from above propagating from top to bottom,
the electric fields are spatially separated along the X axis as
shown by the intensity distributions in Fig. 3(h). The input
field was uniform along the X axis for both polarizations. How-
ever, at the output, Ex becomes confined to a 0.45-μm-wide
region on the left half (red line), while Ey is confined to a
0.44-μm-wide region on the right half (blue line). Note that
this polarization separation is achieved within a propagation
distance of only 1500 nm (less than the free-space wavelength
of 1550 nm).

5. CONCLUSION

We designed, fabricated, and characterized a new metamaterial
polarizer that rotates one polarization by 90 deg, while
allowing the orthogonal polarization to transmit unperturbed.

Fig. 3. (a) Transmission efficiency (at Ex) and selection ratio (power in Ex to power in Ey) as a function of maximum aspect ratio. (b) Device with
transmission efficiency of 80% and maximum aspect ratio of 5.7. (c)–(f) Time-averaged intensity distributions after the device for (c), (d) Ex source and
(e), (f) Ey source. The polarizer is located in the X–Y plane at the left edge. (g) 2D device designed for polarization separation and focusing. (h) Intensity
distribution along the dashed white line in (g) when the device is illuminated by Ex and Ey simultaneously.
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We experimentally showed that this polarizer is able to
enhance the transmission of one polarization by 100% com-
pared to an unpatterned film. Appropriate design of these de-
vices can achieve absolute transmission efficiencies at one
desired polarization of almost 80% at the design wavelength
(1.55 μm). Our approach is readily generalized to manipulate
the phase, amplitude, and polarization state of electromagnetic
fields at the subwavelength scale. The demonstrated device
could have significant implications in imaging systems and dis-
plays (when extended to visible wavelengths). Although the
extinction ratio for our device is smaller than conventional po-
larizers, the metamaterial polarizer could be useful where trans-
mission efficiency is particularly important. Other interesting
applications include the ability to efficiently generate complex
modes that may be useful in quantum entanglement [32] and
expanded bandwidth in telecommunications [33].
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